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ABSTRACT. We introduce a forcing notion which forces the P-ideal dichotomy,
while every almost Souslin tree from the ground model remains non-special.
Thus, while the P-ideal dichotomy implies the Souslin Hypothesis, or equiva-
lently that every Aronszajn tree has an uncountable antichain, it does not imply
that every Aronszajn tree has a stationary antichain.

1. INTRODUCTION

Recall that Souslin’s problem asks if in the Cantor characterization of the unit
interval the separability can be replaced by the countable chain condition ([13]).
This problem has played a major role in the development of set theory in the twen-
tieth century especially after it was reformulated as a problem about trees (asking
if every uncountable tree has an uncountable chain or an uncountable antichain).
For example, the notion of an Aronszajn tree (a tree of height ω1 with countable
levels but without uncountable chains) came as a byproduct of an analysis of this
problem (see [8]). Martin’s Axiom (MA), the first forcing axiom of set theory, is
another byproduct of a work on Souslin’s problem ([12], [9]).

The P-ideal dichotomy (PID) is a set-theoretic combinatorial principle which
involves simple and natural notion of a P-ideal of countable subsets of some index-
set S and is easy to understand and use. As such PID is a set-theoretic principle
that has found applications to different areas of mathematics where the notion of
a P-ideal naturally shows up (see, for example, [16]). Even at the early stages
of analysis of this principle it has been discovered that PID is independent of the
Continuum Hypothesis while it does imply the Souslin Hypothesis ([1], [15]).

In this paper we analyze the relationship between PID and the standard strength-
ening of the Souslin Hypothesis which is also independent of CH and which asserts
that every Aronszajn tree T admits a stationary antichain, an antichain that meets
a stationary set of levels of T ([3], [4]). We show that while PID implies that ev-
ery Aronszajn tree T has an uncountable antichain it does not imply that such a T
must have also a stationary antichain. In other words, we show that PID is con-
sistent with the existence of an Aronszajn tree T which contains no antichains that
intersect a stationary set of levels of T . Such trees are in the literature called almost
Souslin trees. (Recall that the negation of the Souslin Hypothesis is equivalent with
the existence of a Souslin tree, an uncountable tree with no uncountable chains nor
antichains, or equivalently an Aronszajn tree with no uncountable antichain (see
[8]).) This should be compared with the case MAℵ1 an important set-theoretic
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principle that came as a byproduct of the solution of the Souslin problem ([12],
[9]). This principle has consequences that have been analyzed long before MAℵ1

was formulated ([6]). One of them is Knaster’s principle (K) asserting that every
topological spaceX satisfying the Souslin condition satisfies the stronger condition
requiring that every uncountable family F of open subsets of X has an uncount-
able subfamily F0 such that every two elements of F0 have nonempty intersection.
While it is obvious that the principle K implies the Souslin Hypothesis it is much
less obvious that it also implies that every Aronszajn tree admits a strictly increas-
ing function into the rationals ([14]). So we have here an interesting discrepancy
between PID and K.

2. PRELIMINARIES

We use mostly standard set-theoretic notation. For a set X , the powerset of X
is denoted P(X), while for a cardinal κ, [X]κ = {A ⊆ X : |A| = κ}. If M and
N are two models of some theory, then M ≺ N means that M is an elementary
submodel of N . The relation ⊆∗ denotes containment modulo a finite set, i.e.
a ⊆∗ b if and only if |a \ b| < ω. We say that a partially ordered set 〈T,<〉 is
a tree if for every t ∈ T , the set {x ∈ T : x < t} of all predecessors of t is well
ordered by<. When the ordering relation is clear from the context, we do not write
it. The γth level of the tree T is denoted Tγ , while the height of an element t ∈ T
is denoted ht(t). Height of a tree is the supremum of the heights of its elements.
If A ⊆ T is a subset of a tree T , we say that it is a level set if |A ∩ Tγ | ≤ 1 for
each γ < ht(T ), We say that a tree of height ω1 is special if it can be embedded
into the rational line, or, equivalently, if it can be partitioned into countably many
antichains. A tree T of height ω1 is called an almost Souslin tree if, for every
antichain A of T , the set L(A) = {γ < ω1 : Tγ ∩A 6= ∅} is not stationary in ω1.
Clearly every almost Souslin tree is non-special.

Recall that a collection I ⊆ P(S) is an ideal on a set S if S /∈ I, if [S]<ω ⊆ I,
if A ∪ B ∈ I for A,B ∈ I, and if A ⊆ B ∈ I implies A ∈ I. We say that an
ideal I on a set S is a P-ideal if for any countable collection A ⊆ I there is B ∈ I
such that A ⊆∗ B for every A ∈ A . Given a collection A ⊆ P(S), we say that
the set B ⊆ S is orthogonal to A if the set B ∩ A is finite for each A ∈ A . For
A ⊆ P(S), the set of all subsets of S orthogonal to A is denoted A ⊥.

P-ideal Dichotomy. For every P-ideal I of countable subsets of some set S, either
(1) there is an uncountable X ⊆ S such that [X]ℵ0 ⊆ I, or
(2) S can be decomposed into countably many sets orthogonal to I.

The P-ideal Dichotomy was introduced in [15], and the version restricted to sets
of cardinality ℵ1 was introduced in [1]. It is well known that the Proper Forcing
Axiom (PFA) implies the P-ideal dichotomy. Recall that PFA implies the negation
of CH. As already mentioned in the introduction, PID is consistent with CH, and
PID implies the Souslin Hypothesis.

Next, we recall the notions of properness and strong properness. Suppose that
P is a forcing notion, p ∈ P is a condition and X is a set. We say that p is (X,P)-
generic if for every q ≤ p and every D ∈ X which is dense in P, there is an
element of D ∩X compatible with q. If p is such that for every q ≤ p and every
D which is a dense subset of P ∩X , there is an element of D compatible with q,
then we say that p is strongly (X,P)-generic condition. The poset P is proper for
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a class X if for every X ∈ X , each condition p ∈ P ∩ X can be extended to an
(X,P)-generic condition. It is strongly proper for X if for every X ∈ X , every
p ∈ P ∩X can be extended to a strongly (X,P)-generic condition. Clearly, every
strongly (X,P)-generic condition is (X,P)-generic, hence if P is strongly proper
for X , then it is also proper for X .

3. CONSISTENCY

In this section we will give the proof of the main theorem. Fix an almost Souslin
Aronszajn tree T . First we prove a lemma we will be using in the proof.

Lemma 3.1. Suppose that T is an almost Souslin tree, and that A ⊆ T is a level
set. IfM ≺ H(θ) is countable, θ large enough,A, T ∈M , andA∩TM∩ω1 = {t0},
then there is t1 ∈M ∩ T such that t1 ∈ A and t1 < t0.

Proof. Suppose that there is no such t1. Consider the set

X =
{
t ∈ A : (∀t′ ∈ A) ht(t′) < ht(t)⇒ t′ ⊥ t

}
.

Clearly, X ∈M , and since t0 ∈ X , X is a stationary antichain in T which contra-
dicts the fact that T is an almost Souslin tree. �

In the rest of the proof we rely heavily on the Neeman’s proof of the consistency
of PFA using the finite supports iteration of proper posets (as presented in [11]).
So let θ be a supercompact cardinal, and let F : θ → H(θ) be a Laver function.
Fix a well ordering <w of H(θ) in such a way that for every x, y ∈ H(θ), if
|trcl(x)| < |trcl(y)|, then x <w y. Denote

Σ = {α < θ : (H(α),∈, F � α,<w� H(α)) ≺ (H(θ),∈, F,<w)} .
For an ordinal α ∈ Σ, let α+ be a minimal cardinal in Σ above α. In the central
definition we will refer to two classes of models. The first is the class S of all
countable elementary submodels of the structure (H(θ),∈, F,<w). The second is
the class T of all models H(α) where α ∈ Σ and H(α)ω ⊆ H(α). Neeman refers
to the elements of S and T as small nodes and transitive nodes (respectively), so
we will follow his abbrevations. In particular, note that S and T satisfy conditions
of Definition 2.2 in [11] for κ = ω, λ = ω1 and K = H(θ). If κ is a regular
uncountable cardinal and X ∈ H(κ), then SkH(κ)(X) denotes the Skolem closure
of a set X in H(κ). When κ is clear from the context, and M ≺ H(κ), the Skolem
closure of M ∪ {M} in H(κ) will be denoted M+.

Lemma 3.2. Suppose that M and N belong to S, and that κ is an uncountable
regular cardinal such that H(κ) ∈ M ∈ N . Then (M ∩ H(κ))+ ∈ N ∩ H(κ),
where the Skolem closure is taken in H(κ).

We will need a slight modification of the notion of an ∈-chain of countable
elementary submodels of H(κ).

Definition 3.3. Suppose that κ is a regular uncountable cardinal and thatM is a
collection of elementary submodels of H(κ). We say that {M0, . . . ,Mk} ⊆ M is
an ∈-path inM if Mi ∈ Mi+1 for i < k. If {M0, . . . ,Mk} is an ∈-path inM,
and Mi ∈M+

i ∈Mi+1 for i < k, then we say that it is a strong ∈-path inM.

Now we can define the poset we will be using in the proof. To simplify the
notation let s/α denote the set {M ∩H(α+) : M ∈ s ∩ S & α ∈M}, for α an
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ordinal, and s an ∈-path in S ∪ T . Suppose that s is an ∈-path in S ∪ T . We say
that s is closed under intersections if M ∩ N ∈ s whenever M,N ∈ s. A side
condition is an ∈-path in S ∪ T closed under intersections.

Definition 3.4. A is the poset of all pairs 〈s, p〉 such that:
(1) s is a side condition.
(2) p is a finite set of ordinals such that for each α ∈ p, H(α) ∈ s and

A∩H(α) “F (α) is a P-ideal on some ordinal γ̌ which is not a countable
union of sets orthogonal to F (α)”.

LetN be the set of all A∩H(α)-names. For a countableM ≺ H(α+), let
ẋαM ∈ N be a name for a minimal ordinal in γ which is not in τ [Gα] for any
τ ∈ N ∩M+ such that τ [Gα] belongs to F (α)[Gα]⊥, and let ḃαM ∈ N be a
name for a<w-minimal set in F (α)[Gα] contained inM [Gα]∩γ and such
that τ [Gα] ⊆∗ ḃαM [Gα] for each τ ∈ N ∩M such that τ [Gα] ∈ F (α)[Gα],
where Gα is the A ∩H(α) generic filter.

(3) 〈s∗, p∗〉 ≤ 〈s, p〉 iff s∗ ⊇ s, and for each α ∈ p, and every M ∈ s/α, if
N ∈ (s∗/α ∩M) \ (s/α), then

〈s∗ ∩H(α), p∗ ∩ α〉 A∩H(α) ẋ
α
N ∈ ḃαM .

For β ∈ Σ ∪ {θ}, let Aβ be the restriction of A to the set of all pairs 〈s, p〉
satisfying p ⊆ β. Clearly Aθ = A. In order to simplify the notation, for a condition
〈s, p〉 ∈ A and α ∈ Σ, let 〈s, p〉 � α denote the condition 〈s ∩H(α), p ∩ α〉.
Remark 3.5. If 〈s, p〉 ∈ A and α ∈ p, then Lemma 3.2 implies that the set s/α is
a strong ∈-path in the collection of all countable elementary submodels of H(α+).
Moreover, if W is the first transitive node of s above H(α) (assume W = H(θ) if
there is no such W ), then

s/α =
{
M ∩H(α+) : M ∈ s & H(α) ∈M ∈W

}
.

Remark 3.6. For a side condition s and X ⊆ s, we say that X is an interval of
s, if it does not contain transitive nodes, and X = {M ∈ s ∩ S : W1 ∈M ∈W2}
for some W1,W2 ∈ s ∩ T .

Remark 3.7. Condition (2) of Definition 3.4 says that ˙xαM is a name for a minimal
ordinal with the listed properties. Notice that by definition of<w, it is also minimal
for those properties in the <w ordering.

Since S and T satisfy Definition 2.2 of [11], the set of side conditions satisfies
conditions in Definition 2.4 of [11], for κ = ω and λ = ω1. The next three lemmas
list the properties of side conditions which we will use, as presented in [11]. For
a side condition s and a node Q ∈ s, denote resQ(s) = s ∩ Q. If s and t are side
conditions, we say that they are directly compatible if the closure of s ∪ t under
intersections is a side condition.

Lemma 3.8 ([11], Lemma 2.20). Let s be a side condition, and let Q ∈ s be a
transitive node. Suppose that t is a side condition that belongs to Q and extends
resQ(s). Then s ∪ t is a side condition, and in particular s and t are directly
compatible.

Lemma 3.9 ([11], Corollary 2.32). Let M ∈ S ∪ T , and let t be a side condition
that belongs to M . Then there is a side condition r ⊇ t with M ∈ r. Moreover r
can be taken to be the closure of t ∪ {M} under intersections.
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Lemma 3.10 ([11], Corollary 2.31). Let s be a side condition and let Q be a node
of s. Suppose t is a side condition that belongs to Q and extends resQ(s). Then s
and t are directly compatible, and if r witnesses this, then resQ(r) = t and all the
small nodes of r outside Q are of the form N or N ∩W where N is a small node
of s and W is a transitive node of t.

Now we start with the proof of the main theorem. First we prove a few simple
lemmas that will be used in the sequel.

Lemma 3.11. Let α < β belong to Σ ∪ {θ}. Let 〈s, p〉 ∈ Aβ with H(α) ∈ s. Let
〈t, q〉 ∈ A ∩H(α) extend 〈s, p〉 � α. Then 〈s, p〉 and 〈t, q〉 are compatible in Aβ ,
and this is witnessed by the condition 〈u, h〉 with u = t ∪ s, h = p ∪ q.

Proof. We will prove that 〈u, h〉, as defined in the statement of the lemma, works.
First, by Lemma 3.8 we know that u = t ∪ s is a side condition. Condition (2) of
Definition 3.4 is clearly satisfied. We still have to show that 〈u, h〉 ≤ 〈s, p〉 , 〈t, q〉
in Aβ . First we prove that 〈u, h〉 ≤ 〈t, q〉. Let γ ∈ q and M ∈ t ∩ S such that γ ∈
M . Since M ∈ t ∈ H(α), it must be that M ∈ H(α). But u∩H(α) = t∩H(α),
so the set (u/γ ∩M ∩H(α+)) \ (t/γ) is empty, and hence 〈u, h〉 and 〈t, q〉 satisfy
(3) of Definition 3.4. Now we will prove that 〈u, h〉 ≤ 〈s, p〉. Let γ ∈ p and
M ∈ s/γ. Take N ∈ (u/γ ∩M) \ (s/γ). Since N ∈ (u/γ) \ (s/γ), it must be
that N ∈ t/γ. Let M ′ ∈ s ∩ S be such that M = M ′ ∩H(γ+). Since s is closed
under intersections M ′ ∩H(α) ∈ s. This means that M ∈ (s ∩H(α))/γ because
M ′ ∩H(α) ∩H(γ+) = M ′ ∩H(γ+) = M . Now γ ∈ q and 〈t, q〉 ≤ 〈s, p〉 � α
together imply that 〈t, q〉 � γ A∩H(γ) ẋ

γ
N ∈ ḃγM . But γ < α and the form of

〈u, h〉 imply that 〈t, q〉 � γ = 〈u, h〉 � γ, which proves the claim. �

Lemma 3.12. Suppose that β ∈ Σ ∪ {θ}.
(1) If 〈s, p〉 ∈ Aβ and H(α) ∈ s, then 〈s, p〉 is a strongly (H(α), Aβ)-generic

condition.
(2) If 〈s, p〉 ∈ Aβ , W ∈ T , and 〈s, p〉 ∈W , then 〈s ∪ {W} , p〉 ∈ Aβ .
(3) Aβ is strongly proper for T .

Proof. Condition (2) follows directly from Lemma 3.9 and the definition of A.
Condition (3) follows from (1) and (2). So we prove (1). We distinguish two cases,
α < β and α ≥ β. First let α < β and let D be a dense subset of Aβ ∩ H(α).
We will prove that every 〈s, p〉 with H(α) ∈ s is compatible with an element of
D. This is clearly enough. Since D is dense in Aβ ∩ H(α), there is 〈t, q〉 ∈ D
extending 〈s, p〉 � α. By Lemma 3.11, there is 〈u, h〉 ≤ 〈s, p〉 , 〈t, q〉which belongs
to Aβ because α < β. Suppose now that α ≥ β, that D is dense in Aβ ∩ H(α),
that H(α) ∈ s, and that 〈s, p〉 ∈ Aβ . By density of D, there is again 〈t, q〉 ∈ D
extending 〈s, p〉 � α. This means that s ∩ H(α) ⊆ t ⊆ H(α) ∈ s. We will
prove that 〈s ∪ t, q〉 ∈ Aβ and 〈s ∪ t, q〉 ≤ 〈s, p〉 , 〈t, q〉. This clearly proves the
lemma. By Lemma 3.8, s∪ t is a side condition so (1) of Definition 3.4 is satisfied.
Since 〈t, q〉 ∈ Aβ , it must be that 〈s ∪ t, q〉 satisfies (2) of Definition 3.4, and that
q ⊂ β, which implies 〈s ∪ t, q〉 ∈ Aβ . We still have to show that 〈s ∪ t, q〉 ≤
〈s, p〉 , 〈t, q〉. First we prove that 〈s ∪ t, q〉 is stronger then 〈s, p〉. Take any γ ∈ p,
any M ∈ s/γ, and any N ∈ ((s ∪ t)/γ ∩ M) \ (s/γ). Let M ′ ∈ s ∩ S be
such that M ′ ∩ H(α) = M . Since M ′, H(α) both belong to s, M ′ ∩ H(α) also
belongs to s. Moreover, M ′ ∩H(α) belongs to s ∩H(α). Now in the same way
as in the previous proof γ < α, 〈t, q〉 � γ = 〈s ∪ t, q〉 � γ, 〈t, q〉 ≤ 〈s, p〉 � α, and
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M ′∩H(α)∩H(γ+) = M ′∩H(γ+) = M together imply that (3) of Definition 3.4
for 〈s ∪ t, q〉 and 〈s, p〉 is fullfiled. We still have to prove that 〈s ∪ t, q〉 ≤ 〈t, q〉.
Notice that t is an initial segment of s ∪ t, so the set ((s ∪ t)/γ ∩M) \ (t/γ) is
empty for any choice of γ ∈ q and M ∈ t/γ. Hence condition (3) of Definition
3.4 is satisfied by 〈s ∪ t, q〉 and 〈t, q〉 as well. �

Lemma 3.13. Let 〈s, p〉 ∈ A. Suppose that H(α) ∈ s and α /∈ p. Let M ∈ s ∩ S
and let 〈t, q〉 ∈ A ∩M satisfy α ∈ dom(q) and 〈s, p〉 ≤ 〈t, q \ {α}〉. Suppose
further that resM (s) \H(α) ⊆ t. Then 〈s, p ∪ {α}〉 ≤ 〈t, q〉.

Proof. First we explain why 〈s, p ∪ {α}〉 is in A. (1) of Definition 3.4 is satisfied.
For (2) notice that since 〈t, q〉 ∈ A and α ∈ q, it must be thatA∩H(α)“F (α) is a P-
ideal on some ordinal γ̌ which is not a countable union of sets orthogonal to F (α)”.
We still have to show that 〈s, p ∪ {α}〉 and 〈t, q〉 satisfy (3) of Definition 3.4. It is
clear that t ⊆ s, so take any γ ∈ q, anyM1 ∈ t/γ, and anyN ∈ (s/γ∩M1)\(t/γ).
Now we distinguish two cases: either γ < α, or γ ≥ α.

If γ < α, then 〈s, p〉 ≤ 〈t, q \ {α}〉 implies 〈s, p〉 � γ A∩H(γ) ẋ
γ
N ∈ ḃγM1

.
Now the fact that 〈s, p〉 � γ = 〈s, p ∪ {α}〉 � γ finishes the proof in this case.

Suppose now that γ ≥ α. BecauseN ∈ s/γ, there is someN ′ ∈ s∩S such that
N ′ ∩H(γ+) = N and γ ∈ N ′. Let W be the first transitive node of s above H(γ)
if there is such, andH(θ) if not. Note thatN ′∩M∩W ∈M andN ′∩M∩W ∈ s.
Now the assumption resM (s) \ H(α) ⊆ t, together with γ ∈ N ′ ∩M ∩W and
γ ≥ α, imply that N ′ ∩M ∩W ∈ t. But then N = N ′ ∩M ∩W ∩H(γ+) ∈ t/γ,
which contradicts the choice of N . Hence, this case is not possible. �

Lemma 3.14. Let 〈s, p〉, 〈t, q〉 ∈ A. Suppose thatM ∈ s∩S , and that 〈t, q〉 ∈M .
Suppose also that for some γ < θ, 〈s, p〉 extends 〈t, q ∩ γ〉 and that q \γ is disjoint
from p. Suppose further that resM (s)\H(γ) ⊆ t. Then for p′ = p∪ (q \γ), 〈s, p′〉
is a condition in A extending 〈t, q〉.

Proof. The proof follows by successive applications of Lemma 3.13 for each ordi-
nal α ∈ q \ γ. �

Lemma 3.15. Let M be a small node and let 〈t, q〉 ∈ A ∩ M . Then there is
〈s, p〉 ≤ 〈t, q〉 with M ∈ s.

Proof. Let s ⊇ t be as given by Lemma 3.9, i.e. M ∈ s and s ⊇ t. Now apply
Lemma 3.14 with γ = 0 to 〈s, ∅〉 and 〈t, q〉 �

Lemma 3.16. Let β ∈ Σ ∪ {θ} and 〈s, p〉 ∈ Aβ . Let θ∗ > θ and let M∗ ≺ H(θ∗)
be countable so that θ, F, β ∈M∗. Denote M = M∗ ∩H(θ). If M ∈ s, then:

(1) For each D ∈M∗ dense in Aβ , there is 〈t, q〉 ∈M∗ ∩D compatible with
〈s, p〉. Moreover, there is 〈s∗, p∗〉 ∈ Aβ extending both 〈s, p〉 and 〈t, q〉 in
such a way that resM (s∗) \H(β) ⊆ t, and all small nodes of s∗ above β
and outside M are either in s or of the form N ′ ∩W where N ′ ∈ s ∩ S
and W ∈ T .

(2) 〈s, p〉 is an (M∗,Aβ)-generic condition.

Proof. Condition (2) follows immediately from (1) so we prove (1) by induction
on β. If β is the first element of Σ, the proof follows exactly in the same way
as in the proof of Lemma 6.12 in [11]. In the rest of the proof we also follow
Neeman’s presentation. So suppose that β is a limit point of Σ ∪ {θ}, and denote
β̄ = sup(M∗ ∩ β). Let δ < β̄ in Σ ∩M∗ be large enough that p ∩ β̄ ⊆ δ. This is
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possible because β̄ is a limit point of Σ ∩M∗ and p is finite. Let E be the set of
conditions 〈t, q̄〉 ∈ Aδ which extend to conditions 〈t, q〉 ∈ D with q ∩ δ = q̄. The
set E belongs to M∗. To see that E is dense in Aδ, take any (s̄, p̄) ∈ Aδ ⊆ Aβ .
SinceD is dense in Aβ , there is 〈t, q〉 ∈ D such that 〈t, q〉 ≤ 〈s̄, p̄〉. Then 〈t, q ∩ δ〉
witnesses that there is an element of E below 〈s̄, p̄〉 in Aδ. By induction, there is
〈t, q̄〉 ∈ E ∩M∗ compatible with 〈s, p ∩ δ〉 and such that there is 〈s∗, p1〉 ∈ Aδ
which extends both 〈s, p ∩ δ〉 and 〈t, q̄〉, with resM (s∗) \H(δ) ⊆ t, and so that all
the small nodes of s∗ above H(δ) and outside M are either small nodes of s or of
the form N ∩W where N is a small node of s and W ∈ T . Let 〈t, q〉 ∈ D witness
that 〈t, q̄〉 ∈ E. By elementarity of M∗, q can be chosen to be in M∗. By Lemma
3.14, for p2 = p1∪ (q \δ), 〈s∗, p2〉 extends 〈t, q〉. Finally, define p∗ = p2∪ (p\ β̄).
We have to show that 〈s∗, p∗〉 is a condition in Aβ and that 〈s∗, p∗〉 ≤ 〈t, q〉 , 〈s, p〉.

Condition (1) of Definition 3.4 is clear because 〈s∗, p2〉 ∈ Aβ . For (2) of Def-
inition 3.4, there are two cases: either α ∈ p2 or α ∈ p \ β̄. If α ∈ p2, condition
is satisfied because 〈s∗, p2〉 is in Aβ . If α ∈ p \ β̄, condition is satisfied because
〈s, p〉 ∈ Aβ and s ⊆ s∗. Since p2 is an initial segment of p∗ and 〈s∗, p2〉 ≤ 〈t, q〉,
it is clear that 〈s∗, p∗〉 ≤ 〈t, q〉. Finally, we check 〈s∗, p∗〉 ≤ 〈s, p〉. Take
any α ∈ p, and any M1 ∈ s/α. We distinguish two cases: either α < β̄ or
α ≥ β̄. If α < β̄, then α < δ. So for N ∈ (s∗/α ∩ M1) \ (s/α), since
〈s∗, p2〉 ≤ 〈s, p ∩ δ〉, it must be that 〈s∗, p2〉 � α A∩H(α) ẋ

α
N ∈ ḃαM1

. Now
the fact that 〈s∗, p2〉 � α = 〈s∗, p∗〉 � α finishes the proof in this case. Sup-
pose now that α ≥ β̄ > δ. If N ∈ (s∗/α ∩ M1) \ (s/α), then there is some
N ′ ∈ s∗ such that N = N ′ ∩ H(α+). By the hypothesis, N ′ is either a small
node of s or an intersection of a small node of s, say N1, and some W ∈ T . If
N ′ ∈ s, then N ∈ s/α, contradicting the choice of N . The other option implies
thatN = N1∩W ∩H(α+) = N1∩H(α+) ∈ s/α which is again in contradiction
with the choice of N . Hence, 〈s∗, p∗〉 ≤ 〈s, p〉 as required.

Now assume that β is a successor point of Σ, and let α be its predecessor in
Σ. Note that by elementarity of M∗, α ∈ M∗. Again we follow the proof of
Neeman in [11], so fix G which is generic for Aα over V , and which contains
〈s, p ∩ α〉. By induction 〈s, p ∩ α〉 is (M∗,Aα)-generic condition, so M∗[G] ≺
H(θ∗)[G] and M∗[G] ∩ V = M∗. Suppose that H(α) ∈ s. By strong properness
(Lemma 3.12), G ∩ H(α) is generic for A ∩ H(α) over V . If it is not forced in
A ∩ H(α) that F (α) is a P-ideal on some γ which is not a countable union of
sets orthogonal to F (α), then Aβ = Aα and there is nothing to do. So suppose
that A∩H(α) ”F (α) is a P-ideal on some γ̌ which is not a countable union of
sets orthogonal to F (α)”. Let Q be the poset of all strong ∈-paths of countable
elementary submodels of H(α+), ordered as follows: for s1, s2 ∈ Q set s2 ≤ s1

iff s2 ⊇ s1 and for every N1 ∈ s1, if N2 ∈ (s2∩N1) \ s1, then 〈s, p〉 � α A∩H(α)

˙xαN2
∈ ˙bαN1

. Note that Q belongs to M∗[G ∩ H(α)], and that it is proper for
N = {N [G ∩H(α)] : N ≺ H(α+) & |N | = ω}. The proof of properness of Q
for N follows using the same arguments as in the proof of [16, Theorem 20.6].

Let W be the first transitive node of s above H(α) if there is one, and H(θ)
otherwise. Let N0 ∈ · · · ∈ Nl−1 list all the small nodes of s between H(α) and
W . As in the proof of Lemma 3.13, there is k < l such that M ∩W = Nk. Then
resM (s) ∩ {N0, . . . , Nl−1} = {N0, . . . , Nk−1}.

Let E be the set of all u ∈ Q so that one of the two alternatives hold:

(a) No extension of u contains all the models Ni ∩H(α+) for i < k;
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(b) There is 〈t, q〉 ∈ D with 〈t, q〉 � α ∈ G, t ⊇ s ∩M , α ∈ q, and t/α = u.

Note that if (b) holds for u, then u contains models Ni ∩H(α+) for each i < k.

Claim 3.17. E is dense in Q and belongs to M∗[G ∩H(α)].

Proof of Claim: Since all the parameters in the definition of E belong to M∗[G ∩
H(α)], it must be that E ∈ M∗[G ∩ H(α)]. To see that E is dense in Q, take
any u ∈ Q, and suppose that it has no extension in E. Let 〈a, h〉 ∈ G ∩ H(α)
force this. By failure of (a) we may assume that Ni ∩ H(α+) ∈ u for i < k.
Since 〈resM (s), ∅〉 ∈ G, we may also assume that resM (s) ∩ H(α) ⊆ a. Let
a∗ = a ∪ resM (s) and h∗ = h ∪ {α}. Now 〈a∗, h∗〉 is a condition in Aβ and any
〈t, q〉 ∈ D extending it provides a contradiction to the fact that u is forced to have
no extension in E. �

Now we use properness of Q for N and density of E ∈ M∗[G ∩ H(α)]. If
α ∈ p, then s/α is an (M∗[G ∩ H(α)],Q)-generic condition. So there is u ∈
E ∩M∗[G ∩ H(α)], and u∗ ∈ Q such that u∗ ≤Q u, s/α. In case α /∈ dom(p),
consider the condition v = {Ni ∩H(α+) : i < l}. Clearly, v ∈ Q. Now we can
pick conditions u and u∗ in Q with the same properties as before, only starting
from v instead of s/α. So fix these u and u∗ for the rest of the proof.

Since u∗ ⊇ u contains all the models Ni ∩ H(α+) for i < l, the membership
of u in E most hold through condition (b) in the definition of E. Let 〈t, q〉 witness
this condition. In particular t/α = u. Using the same arguments as in the proof
of [16, Theorem 20.6], or in the same way as in the proof of the successor case of
(1) of Lemma 3.19, we can assume that u∗ = t/α ∪ s/α. Since D ∈ M∗ we can
choose 〈t, q〉 ∈ M∗[G ∩ H(α)]. Moreover it must be that 〈t, q〉 ∈ M∗ because
M∗[G∩H(α)]∩ V = M∗. Now, 〈t, q〉 belongs to Aβ . Lemma 3.10 implies that t
and s are directly compatible. Let r witness this. Note that in this case r/α = u∗,
By the same lemma resM (r) = t, so the small nodes of r insideM are small nodes
of t, while the small nodes of r outside M , are either nodes of s or intersections
of small nodes of s with transitive nodes of t. Let 〈a, h〉 ∈ G ∩H(α) be stronger
then both 〈s, p〉 � α and 〈t, q〉 � α. Note that this implies that a ∈ H(α) and
that r ∩ H(α) ⊆ a. By Lemma 3.8, a and r are directly compatible, and this is
witnessed by a ∪ r. Define s∗ = a ∪ r and p∗ = h ∪ {α}. Note that 〈s∗, p∗〉 ∈ Aβ
because all the small nodes in s∗ above H(α) belong to r, and we have already
mentioned that u∗ = r/α. Note also that all the small nodes of s∗ above H(β)
and outside M are either small nodes of s, or an intersection of a small node of s
and a transitive node. The choice of u∗ ensures that 〈s∗, p∗〉 ≤ 〈s, p〉 , 〈t, q〉 which
together with the above properties of a and r shows that (1) holds when H(α) ∈ s.

If H(α) does not belong to s, then in the same way as in [11], using Claim 5.7
and Remark 5.8 from [11], there is an extension s′ of s with H(α) ∈ s′, so that the
only added nodes in s′ \ s are transitive nodes and intersections of small nodes of
s with transitive nodes. Then 〈s′, p〉 is a condition and the arguments above show
that the lemma holds in this case also. �

Corollary 3.18. Forcing with A preserves ω1 and θ as cardinals. All cardinals
between ω1 and θ are collapsed to ω1.

Proof. In the same way as in the proof of [11, Corollary 6.13], the preservation of θ
follows from stationarity of T and strong properness for models in T . Preservation
of ω1 follows from Lemma 3.15, stationarity of S, and properness of Aθ as proved



P-IDEAL DICHOTOMY AND A STRONG FORM OF THE SOUSLIN HYPOTHESIS 9

in Lemma 3.16. Properties of side conditions ensure that all cardinals between ω1

and θ are collapsed to ω1 (see [11, Corollary 6.13]). �

Lemma 3.19. Let β ∈ Σ ∪ {θ} and 〈s, p〉 ∈ Aβ . Let T be an almost Souslin
Aronszajn tree in V , and Ȧ an Aβ-name for a level set in T . Let θ∗ > θ and let
M∗ ≺ H(θ∗) be countable so that θ, F, β, Ȧ, T ∈ M∗. Let M = M∗ ∩ H(θ).
Suppose that M ∈ s and that 〈s, p〉  t ∈ Ȧ for some t ∈ TM∩ω1 . Then:

(1) there is t̄ < t, and 〈s̄, p̄〉 ∈ M∗ ∩ Aβ such that 〈s̄, p̄〉 is compatible with
〈s, p〉 and that 〈s̄, p̄〉  t̄ ∈ Ȧ. Moreover, there is 〈s∗, p∗〉 ∈ Aβ extending
both 〈s, p〉 and 〈s̄, p̄〉 in such a way that resM (s∗) \ H(β) ⊆ s̄, and that
all small nodes of s∗ above β and outside M are either nodes of s or of the
form N ∩W where N is a small node of s and W ∈ T .

(2) there is t′ ⊥ t, and
〈
s†, p†

〉
∈ M∗ ∩ Aβ such that

〈
s†, p†

〉
is compatible

with 〈s, p〉 and that
〈
s†, p†

〉
 t′ ∈ Ȧ. Moreover, there is

〈
s‡, p‡

〉
∈ Aβ

extending both 〈s, p〉 and
〈
s†, p†

〉
in such a way that resM (s‡)\H(β) ⊆ s†,

and that all small nodes of s‡ above β and outside M are either nodes of
s or of the form N ∩W where N is a small node of s and W ∈ T .

Proof. For (1) we prove the lemma by induction on Σ. The proof for the minimal
ordinal α ∈ Σ such thatA∩H(α) ”F (α) is a P-ideal on some ordinal γ which is not
a countable union of sets orthogonal to F (α)” is a simplification of the successor
case, so we will only prove the latter one. Hence, suppose that β is the successor
of α in Σ, and that the statement of the lemma holds for α. In the same way as
in the proof of Lemma 3.16, fix G which is generic for Aα over V , containing
〈s, p ∩ α〉. By Lemma 3.16 〈s, p ∩ α〉 is (M∗,Aα)-generic condition, and again
we have M∗[G] ≺ H(θ∗)[G] and M∗[G] ∩ V = M∗. Suppose that H(α) ∈ s.
If it is not forced by A ∩ H(α) that F (α) is a P-ideal which does not satisfy (2)
of Definition 2, then there is nothing to do, so assume that A∩H(α) ”F (α) is a P-
ideal on some ordinal γ which is not a countable union of sets orthogonal to F (α)”,
and let Q be the same poset as in the proof of Lemma 3.16. So Q is the poset of
all strong ∈-paths of countable elementary submodels of H(α+) in V , ordered in
such a way that for s1, s2 ∈ Q, s2 ≤ s1 iff s2 ⊇ s1 and for every N1 ∈ s1, if
N2 ∈ (s2 ∩N1) \ s1, then 〈s, p〉 � α A∩H(α)

˙xαN2
∈ ˙bαN1

. As before, Q is proper
for the class N = {M [G ∩H(α)] : M ≺ H(θ) & |M | = ω}. In order to shorten
some statements, let us denote F (α)[G ∩H(α)] = I.

Let W be the first transitive node of s above H(α), or H(θ) if there is no such
W . Let N0 ∈ N1 ∈ · · · ∈ Nl−1 list all the small nodes of s between H(α) and W ,
and denote q = {N0, . . . , Nl−1}. As before, there is k < l such thatNk = M∩W .
Let Qs be the set of all sequences q̄ =

{
M q̄

0 , . . . ,M
q̄
l−1

}
of countable elementary

submodels of H(θ)V of length l such that q̄ A {N0, . . . , Nk−1}, and for which
there exists a condition 〈sq̄, pq̄〉 ∈ Aβ so that 〈sq̄, pq̄ � α〉 ∈ G, q̄ is an interval of
sq̄, sq̄ ⊇ s ∩M , and moreover that 〈sq̄, pq̄〉 Aβ t

q̄ ∈ Ȧ, for some tq̄ ∈ TM q̄
k∩ω1

.
Note that Qs ∈ M∗[G] because all the parameters defining it belong to M∗[G].
Namely, G, Ȧ, {N0, . . . , Nk−1}, s ∩M , T , and integers. For q̄ ∈ Qs, denote

xq̄ =
〈
ẋα
Mq
i ∩H(α+)

[G] : k ≤ i < l
〉
,
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and define

F =
{
〈t0, x〉 ∈ T × γl−k : (∃q̄ ∈ Qs)

(
x = xq̄ & t0 = tq̄

)}
.

Since all the parameters in the definition of F belong to M∗[G], it must be that
F ∈ M∗[G]. Note also that 〈t, xq〉 ∈ F . Let J be the σ-ideal generated by I⊥.
The choice of names ˙xαN , the fact that it is forced that the set of heights of elements
of Ȧ is stationary in ω1, the fact that {N ∩H(α+) : N ∈ q̄} is a strong ∈-path for
each q̄ ∈ Qs, and the fact that γ is not a countable union of sets in I⊥, together
imply that there is a tree S ⊆ {∅} ∪ (T × γ≤l−k) such that:

• ∅ ∈ S;
• X0 = {L({t0}) : 〈t0〉 ∈ S} is stationary and in particular 〈t〉 ∈ S;
• if 〈t0, x0, . . . , xm〉 ∈ S for m < l − k, then

{x ∈ γ : 〈t0, x0, . . . , xm, x〉 ∈ S} ∈ J +;

• S ∩ (T × γl−k) ⊆ F .
This means that there is a family F0 ⊆ F which forms the set of maximal nodes of
S, and which belongs to M∗[G]. By Lemma 3.1 we can pick t0 ∈ Ȧ[G] ∩M∗[G]
such that t0 < t and that there is x0 ∈ F0 such that 〈t0〉 @ x0. Note that since
M∗[G] ∩ V = M∗, we in fact have t0 ∈M∗. Denote

Xt0 = {ξ ∈ γ : (∃x ∈ F0) 〈t0, ξ〉 v x}
ThenXt0 ∈ J +∩M∗[G], and consequently there is an infinite set at0 ∈ I∩M∗[G]

such that at0 ⊆ Xt0 . Since at0 ⊆∗ ḃαNi∩H(α+)[G∩H(α)] for each k ≤ i < l, there
is

ξ0 ∈ at0 ∩
⋂
k≤i<l ḃ

α
Ni∩H(α+)[G ∩H(α)].

In the same way,

Xt0,ξ0 = {ξ ∈ γ : (∃x ∈ F0) 〈t0, ξ0, ξ〉 v x} ∈ J + ∩M∗[G],

so there is infinite at0,ξ0 ∈ I ∩ M∗[G] such that at0,ξ0 ⊆ Xt0,ξ0 . Again, since
at0,ξ0 ⊆∗ ḃαNi∩H(α+)[G ∩H(α)] for each k ≤ i < l, there is

ξ1 ∈ at0,ξ0 ∩
⋂
k≤i<l ḃ

α
Ni∩H(α+)[G ∩H(α)].

Continuing in this way, we obtain t0 and {ξ0, . . . , ξl−k−1} ⊆
⋂
k≤i<l ḃ

α
Ni∩H(α+)

such that 〈t, ξ0, . . . , ξl−k−1〉 ∈ F ∩M∗[G]. Finally, since M∗[G] ∩ V = M∗,
we can pick 〈sq̄, pq̄〉 ∈ M in such a way that q̄ is end-extending q ∩M , and that
xq̄ = 〈ξ0, . . . , ξl−k−1〉. Note that 〈sq̄, pq̄〉  t0 ∈ Ȧ, and that

u =
{
M q̄

0 ∩H(α+), . . . ,M q̄
l−1 ∩H(α+), Nk ∩H(α+), . . . , Nl−1 ∩H(α+)

}
is a strong ∈-path of countable elementary submodels of H(α+). This follows
from Lemma 3.2, and because q̄ ∈M , and M ∩H(α+) = Nk ∩H(α+).

We still have to show that there is 〈s∗, p∗〉 ∈ Aβ extending both 〈sq̄, pq̄〉 and
〈s, p〉 in such a way that resM (s∗) \ H(β) ⊆ sq̄, and that all small nodes of s∗

above β are either small nodes of s or of the form N ∩W ′ where N is a small
node of s and W ′ ∈ T . Since sq̄ ⊇ resM (s) and sq̄ ∈ M , the assumptions of
Lemma 3.10 are satisfied for sq̄, s, andM . Hence, sq̄ and s are directly compatible,
and if r witnesses this, then resM (r) = sq̄, and all the small nodes of r outside
M are of the form N or N ∩ W ′, where N is a small node of s and W ′ is a
transitive node of sq̄. Let 〈a, h〉 ∈ G ∩H(α) be any condition stronger then both
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〈s, p〉 � α and 〈sq̄, pq̄〉 � α. Since r ∩ H(α) ⊆ a and a ∈ H(α), Lemma 3.8
implies that a and r are directly compatible and that this is witnessed by a ∪ r.
Define s∗ = a ∪ r. Properties of r imply that resM (s∗) \ H(β) ⊆ sq̄ and that
all the small nodes of s∗ above β and outside M are either small nodes of s or
of the form N ∩ W ′ where N is a small node of s and W ′ is a transitive node.
We will prove that 〈s∗, h ∪ {α}〉 is as required in the statement of the lemma.
It is clear that 〈s∗, h ∪ {α}〉 is a condition in A, so we only have to prove that
〈s∗, h ∪ {α}〉 ≤ 〈s, p〉 , 〈sq̄, pq̄〉. To see that 〈s∗, h ∪ {α}〉 ≤ 〈sq̄, pq̄〉 notice that
s∗/α = sq̄/α = u. For the same reason, and by the choice of 〈ξ0, . . . , ξl−k−1〉
(namely it is forced that xαMk+j∩H(α+) = ξj ∈ bαNi∩H(α+) for each j < l − k and
k ≤ i < l), it also the case that 〈s∗, h ∪ {α}〉 ≤ 〈s, p〉. This finishes the proof in
the case when H(α) ∈ s. If not, then in the same way as in the end of the proof of
[11, Lemma 6.12], there is s′ ⊇ s such that 〈s′, p〉 is a condition in A and that all
the nodes in s′ \ s are either transitive or intersection of a small node from s and a
transitive node. So the above arguments prove the lemma for 〈s′, p〉 which implies
that it holds for 〈s, p〉 as well. So the successor case is done.

Suppose now that β is a limit of cardinals in Σ∪{θ}. Let β̄ = sup(β∩M∗) and
let δ < β̄ in Σ ∩M∗ be such that p ∩ β̄ ⊆ δ. Then 〈s, p ∩ δ〉 ∈ Aδ. Let Ȧδ be the
collection of all pairs 〈x, 〈s′, p′〉〉 in T ×Aδ for which we can find δ-end-extension
of p′ to p′′ such that 〈s′, p′′〉 ∈ Aβ and 〈s′, p′′〉 Aβ x ∈ Ȧ. We consider Ȧδ an
Aδ-name for a subset of T. Note that Ȧδ ∈ M∗ and that 〈s, p ∩ δ〉 Aδ t ∈ Ȧδ.
So by the induction hypothesis, there is 〈s̄, p̄〉 ∈ M∗ ∩ Aδ, and t̄ < t, such that
〈s̄, p̄〉 is compatible with 〈s, p ∩ δ〉, and that 〈s̄, p̄〉 Aδ t̄ ∈ Ȧδ. Moreover, there
is 〈s∗, p1〉 ∈ Aδ extending both 〈s, p ∩ δ〉 and 〈s̄, p̄〉 in such a way that resM (s∗) \
H(δ) ⊆ s̄, and that all small nodes of s∗ are either small nodes of s or of the
form N ∩ W where N is a small node of s and W ∈ T . Let p2 be the δ-end-
extension of p1 such that 〈s∗, p2〉 ∈ Aβ and 〈s∗, p2〉 Aβ t̄ ∈ Ȧ. Now define
p∗ = p2 ∪ (p ∩ [β̄, β)). It is clear that 〈s∗, p∗〉 is a condition in Aβ , so it should
only be explained why 〈s∗, p∗〉 ≤ 〈s, p〉 , 〈s̄, p̄〉. But this is analogous to the proof
of the limit case of (1) in Lemma 3.16.

The proof of (2) is very similar to the proof of (1). �

Lemma 3.20. The extension of V by A satisfies the P-ideal dichotomy.

Proof. The proof is analogous to the proof of [11, Lemma 6.14]. Suppose that the
lemma fails, and let 〈a, h〉 force that J̇ is an ideal on some ordinal β which does not
satisfy (1) and (2) of Definition 2. Let γ be large enough that J̇ , β ∈ H(γ). Since
F is a Laver function, and θ is supercompact, there is an elementary embedding
π with critical point θ̄ < θ, and there are γ̄ < θ, β̄ < θ, and İ ∈ H(γ̄) such that
π(θ̄) > γ, and that (H(γ̄), F � θ̄, β̄, İ) ≺ (H(γ), F, β, J̇), where F (θ̄) = İ . The
critical point θ̄ can be chosen so that 〈a, h〉 ∈ A ∩H(θ̄). Then

〈
a ∪

{
H(θ̄)

}
, h
〉

is a strongly (H(θ̄),A)-generic condition. Let G be generic filter in A containing〈
a ∪

{
H(θ̄)

}
, h
〉
. By strong properness, G ∩H(θ̄) is generic for A ∩H(θ̄) over

V , and π extends trivially to an embedding of H(γ̄)[G∩H(θ̄)] into H(γ)[G]. Let
ψ denote this extension of π. Since F (θ̄) = İ , the poset Q of all strong ∈-chains
of countable elementary submodels of H(θ̄+), forces that there is an uncountable
X ⊆ β̄ such that [X]≤ω ⊆ İ[G∩H(θ̄)]. Finally, ψ′′X is an uncountable subset of
β and [ψ′′X]≤ω ⊆ J̇ [G] as required. �
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Lemma 3.21. Let T be an almost Souslin Aronszajn tree in V . Then T is a non-
special Aronszajn tree in V A.

Proof. Suppose that T is an almost Souslin tree in V , and that 〈a, h〉 ∈ A = Aθ
forces that T is special in V A. This means that there is an A-name Ȧ for a stationary
antichain in T . Let M be a countable elementary submodel of H(θ) containing
T, 〈a, h〉 and Ȧ. Denote δ = M ∩ ω1. Then by Lemma 3.15 there is a condition
〈s, p〉 ≤ 〈a, h〉 such that M ∈ s. Clearly, 〈s, p〉 also forces that Ȧ is a stationary
antichain of T . So, by going to an extension we may assume that there is tδ ∈ Tδ
such that 〈s, p〉  tδ ∈ Ȧ. By (1) of Lemma 3.19, there is 〈s̄, p̄〉 compatible
with 〈s, p〉, and t < tδ such that 〈s̄, p̄〉  t ∈ Ȧ. Thus for any generic filter
G containing common extension of 〈s, p〉 and 〈s̄, p̄〉, we have that Ȧ[G] is not an
antichain of T in V [G]. This contradicts the choice of Ȧ and proves the lemma.
To see that T remains Aronszajn, use the same arguments and conclusion (2) of
Lemma 3.19. �

4. CONCLUDING REMARKS

At this point we would like to make a few remarks regarding the material pre-
sented in this paper.

The main result in the paper proves that, under some assumptions, there is a
class of non-special Aronszajn trees in V all of them remaining non-special in V A.
It is the class of all almost Souslin Aronszajn trees in V . We would like to point out
that our proof shows more if we restrict ourselves to the preservation of a single
almost Souslin tree T, or more generally a single countable family H of graphs
on ω1 with no stationary anti-cliques. To see this, for β ∈ Σ ∪ {θ}, let Ṡβ be
the Aβ-name for the collection of all M ∈ S that contain T (or a given countable
collectionH of graphs we want to preserve) such that M [Gβ] ∩ V = M. Suppose
that if we redefine our iteration Aβ in such a way that at a given stage β rather
than to force the alternative of the P-ideal dichotomy for a P-ideal given to us by
the Laver function F we force with a poset F (β) given by this function which
is Ṡβ-proper and is T -preserving relative to Ṡβ (or more generally H-preserving
relative to Ṡβ). Here by T -preserving, or more generally H-preserving poset, we
mean a poset for which the corresponding version of Lemma 3.19 holds1. If we
take a generic filter Gθ for the resulting poset, we get in V [Gθ] the conclusion
of the Proper Forcing Axiom for all Sθ-proper T -preserving (or more generally
H-preserving) posets. Let us call this axiom PFASθ(H). The point is that this
forcing axiom implies that the set Sθ is projectively stationary in the sense that
for every stationary set A ⊆ ω1, the set Sθ(A) = {M ∈ Sθ : M ∩ ω1 ∈ A} is

1More precisely, given a stationary set S of countable subsets of some index set I and a graph
H = (ω1, EH), we say that a poset P preserves H relative to S if for every large enough regular
cardinal κ and every countable elementary submodel M of H(κ) containing the sets X and S, the
graph H , the poset P and one of its conditions p such that M ∩ I ∈ S there is an (M,P)-generic
condition q ≤ p such that for any r ≤ q and any P-name Ȧ for a subset of ω1 with Ȧ ∈M if r forces
δ = M ∩ ω1 ∈ Ȧ then there is γ < δ such that {γ, δ} ∈ EH and r̄ ∈ P∩M compatible with r and
forcing γ ∈ Ȧ. Given an almost Souslin tree T we assume its domain is ω1 and that its levels are the
intervals [δ, δ + ω) for limit ordinals δ < ω1, and we associate to it the sequence Hn = (ω1, En)
(n < ω) of graphs where we put {γ, δ} ∈ En whenever γ and δ are limit ordinals and γ + n and
δ+ n are comparable nodes of T . This way to an almost Souslin tree T, we can associate the family
HT consisting of the graphs Hn’s together with their complementary graphs.
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also stationary. This is so, since for every set A for which Sθ(A) is not stationary
the standard poset that shoots a club through the complement of A is Sθ-proper
and T -preserving (or more generally H-preserving). It follows that in V [Gθ] our
fixed tree T is still Aronszajn and almost Souslin, or more generally, that our fixed
countable family H still consists of graphs on ω1 with no stationary anti-cliques.
We should note, that this gives us also an alternative proof of a result obtained
recently by John Krueger in his paper [7] which we learned about after this work
was completed. Namely, Kruger [7] proved the consistency of the forcing axiom
PFA(T ∗), where T ∗ is a particular almost Souslin Aronszajn tree in V . Forcing
axiom PFA(T ∗) refers to all proper posets which force that T ∗ is still an almost
Souslin Aronszajn tree. In [7], many applications of this forcing axiom are given.
Similarly, our forcing axiom PFASθ(H) has PID and p > ω1 as consequences..
It is well-known that this conjunction of axioms has many other interesting conse-
quences (see [16]). Other closely related works can be found in papers by Yorioka
[17] and Hirschorn [5], where they obtain similar results using different techniques
from ours. In particular, they independently (and in a different way) showed that,
modulo the existence of a supercompact cardinal, it is consistent that PID holds,
and that there is a non-special Aronszajn tree.

We conclude this paper with the following question which naturally showed up
during the course of work on this paper.

Problem 4.1. Assuming CH, does PID imply that every Aronszajn tree can be
decomposed into countably many antichains?

Recall that PID is consistent with CH ([15]) but we don’t know if the forcing
iteration that establishes this preserves almost Souslin trees. Recall also that there
are set-theoretic principles that are separately consistent with CH but their con-
junction implies its negation (see [2], [10]). Problem 4.1 is asking if the P-ideal
dichotomy and the statement that there exist an almost Souslin tree are two such
principles.
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