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Tanja Krunić and Marko Nedeljkov

Abstract. The paper considers a scalar conservation law with a discon-
tinuous flux F of the form F (x, u) = H(x)g(u) + (1−H(x))h(u) where
H(x) is the Heaviside function. Herein, the fluxes g and h are supposed
to have one minimum and no maximum and at most one crossing in the
interior of the domain of definition. The aim is to verify a weak solution
of such a problem in the following way: We are looking for discrete shock
profiles for its continuously differentiable perturbation with a parame-
ter ε and Godunov’s scheme for spatially varying flux functions. The
obtained discrete shock profile satisfies a discrete entropy condition of
Kruzhkov type and after letting ε → 0, approaches an entropic weak
solution of the original equation. Then we apply the obtained results to
a special case of the above equation with the flux F (x, u) = a(x)f(u),
where a is piecewise constant.
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1. Introduction and Preliminaries

1.1. Scope of the paper

Conservation laws with discontinuous flux functions are found to be suitable
models of many problems in engineering like traffic flows on highways with
changing road conditions or the water flooding model in petroleum industry
(to obtain a more detailed list of such applications see [13]). We consider a
general form of scalar conservation law with a discontinuous flux

ut +
(
H(x)g(u) + (1−H(x))h(u)

)
x
= 0,

u(x, 0) = u0(x),
(1.1)
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where u = u(x, t), (x, t) ∈ R × R+ and H(x) is the Heaviside function,
together with the initial data

u0(x) =

{
ul, x < 0
ur, x > 0

. (1.2)

Such problems are often called “two-flux” problems.
In addition, we also consider the following special case of the above

equation called the “multiplicative problem” of the form

ut + (a(x)f(u))x = 0, (1.3)

where

a(x) =

{
al, x < 0
ar, x > 0

(1.4)

together with the initial data (1.2).
Let us start with a brief literature overview. A Godunov-type algorithm for
approximating solutions of scalar conservation laws of form (1.1) is presented
in [1]. In that paper, the authors assume that the fluxes g and h have one
minimum (maximum) and no maximum (minimum) in the domain of defi-
nition. Such fluxes are said to be fluxes of convex (concave) type. They also
assume that the fluxes have at most one crossing in the observed domain.
We will keep these assumptions herein. (However, our solution concept also
applies to the case when one of the fluxes has one minimum and no maxi-
mum, and the other has one maximum and no minimum, as will be shown
in our forthcoming paper.) In [3] equations of type (1.1) are considered un-
der the same assumptions. The authors construct entropy solutions by using
connections. Roughly speaking, a connection is a pair of reals (A,B) satis-
fying the Rankine-Hugoniot condition at x = 0, i.e. h(A) = g(B). A more
precise definition of connections will be given in Section 1.2. Using a specific
interface entropy condition, the authors have constructed unique entropy so-
lutions for each connection. In addition, they are able to find connections
that are relevant for two-phase flows in heterogeneous porous media and call
them “optimal connections” and the corresponding solutions “optimal en-
tropy solutions”. If both fluxes are of convex (concave) type, they define a
connection (A,B) as a unique optimal connection if either A or B coincides
with the argument of the bigger (smaller) of the local minima (maxima) of
g(u) and h(u).
The authors of [5, 7] analysed a hyperbolic clarifier-thickener model. This
model appears in the form of a combination of two-flux problems with three
discontinuities. The flux of the model satisfies the so-called crossing condi-
tion, which geometrically means that the graphs of the left h and the right g
part of the flux jump do not cross in the interior of the domain of definition,
or if they do, then the graph of h lies above the graph of g to the left of any
crossing point u∗. They claimed that for this model the physics requires that
the proper solution is associated with the connection (A,B) = (u∗, u∗). In [6]
the same group of authors developed an Engquist-Osher-type algorithm to
obtain approximations for entropic solutions of problem (1.1), (1.2) without
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imposing any assumptions on the type of flux crossing. The solution con-
cept is similar as the one in [3], leading to unique entropic solutions for any
connection (A,B).

In [10] the existence of the vanishing viscosity limit of (1.3) is proved
by using the compensated compactness theory. In [6], the connection when A
or B coincides with the argument of the bigger (smaller) of the local minima
(maxima) of arf(u) and alf(u) is claimed to be the general accepted one for
solving Eq. (1.3).

The entropy conditions in the literature differ from each other, since
they are obtained through different approaches. According to [8], it seems
that there is no universal entropy condition for the general conservation law
(1.1). The explanation about differences in entropy criteria can be found
in that paper. Our motivation is to consider (1.1) in the general case, i.e.
we will not observe any particular physical problem that the equation is
modelling. Our aim is to define entropy conditions by using discrete shock
profiles (DSP for short) for perturbed equations. A DSP presents the exact
solution of a numerical approximation of a conservation law. Equation (1.1)
can be rewritten in the form

ut + F (x, u)x = 0,

where

F (x, u) = H(x)g(u) + (1−H(x))h(u). (1.5)

Take a conservation law of the form

ut + (Fε(x, u))x = 0, (1.6)

where Fε is a continuously differentiable approximation of F , (see (2.1),
(2.2)). Then Godunov’s scheme for conservation laws with spatially varying
flux [4] can be used. Among all DSPs we will choose the one that satisfies a
discrete Kruzhkov type entropy inequality. We say that a shock wave solution
of Eq. (1.1) is an entropy solution if a DSP for such a perturbation converges
to it. In other words, the existence of an entropic DSP (a precise definition
will be given in Sections 1.3 and 2) is taken to be an entropy criterion for
shocks herein (like a well-known vanishing viscosity criterion).

Godunov’s scheme and its several modifications are widely used for find-
ing numerical solutions of conservation laws due to the fact that they are well
adapted to entropy conditions. In the case of scalar conservation laws with
continuous flux functions there always exists a DSP for Godunov’s scheme if
Oleinik’s entropy condition is satisfied, (see [9]). Similarly, the case of more
general flux functions has been proved recently in [15].

Our plan of exposition is as follows. After giving some introductory facts
in Sections 1.2-1.5, we introduce a continuously differentiable perturbation
of the flux in (1.1) and find a solution consisting of DSPs for the obtained
perturbed equation in Section 2. Then we present an appropriate discrete
version of Kruzkhov’s entropy inequality in order to gain a unique entropy
DSP among all obtained DSPs. In Section 2.1 we apply our results for ob-
taining entropy DSPs for the multiplicative equation (1.3). At the end, in
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Section 3.2 we give a brief description about our further investigations in this
area.

1.2. Initial assumptions, notations and definitions

Now, we will introduce some notations, give some definitions and state initial
facts that we assume to hold in this paper. Let I = [X,Y ] be the domain of
definition of the fluxes g and h, where −∞ < X < Y < ∞.

• Assumption 1: The fluxes g, h ∈ C1(I) and satisfy g(X) = h(X) and
g(Y ) = h(Y ).

Definition 1.1. [13] Let f ∈ C1(I), then f is said to be a

- convex type flux if it has one minimum and no maximum in the interior
of I,

- concave type flux if it has one maximum and no minimum in the interior
of I.

• Assumption 2: The fluxes g and h are of convex type.
Let us denote the unique minimum of g and h with θg and θh respec-
tively, i.e.

g(θg) = min
u∈I

g(u) and h(θh) = min
u∈I

h(u).

Note that the fluxes g and h need not be convex. The case when both
fluxes are of concave type is very similar, so we omit it for simplicity.

• Assumption 3: The fluxes g and h intersect at most at one point in the
interior of I. Let us denote the crossing point with u∗. The flux crossing
is either regular, undercompressive or overcompressive (the appropriate
definition is given below).

According to [13], a flux crossing is said to be

a. Regular if either h′(u∗), g
′(u∗) ≥ 0 or h′(u∗), g

′(u∗) ≤ 0
b. Overcompressive if h′(u∗) > 0 and g′(u∗) < 0
c. Undercompressive if h′(u∗) < 0 and g′(u∗) > 0
d. Marginally under(over)compressive if it is not regular

and either h′(u∗) = 0 or g′(u∗) = 0.

A pair of reals (A,B) is called a connection if

h(A) = g(B), A ≤ θh, B ≥ θg. (1.7)

1.3. Discrete shock profiles

After discretizing the x− t plane with a uniform grid ∆xZ×∆tN for ∆x > 0,
∆t > 0, with grid points labeled (xj , tn) := (j∆x, n∆t) and the corresponding
discrete unknowns un

j , the following numerical approximation of conservation
law (1.6) can be obtained

un+1
j = un

j − λ(Fn
j+1/2 − Fn

j−1/2), (1.8)
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where xj−1/2 = (j − 1/2)∆x, λ =
∆t

∆x
, Fn

j−1/2 = F(xj , u
n
j−1, u

n
j ), F

n
j+1/2 =

F(xj , u
n
j , u

n
j+1) and F is a numerical flux function. A discrete shock profile

is a special solution of (1.8) of the form

un
j := U

(
xj − stn

∆x

)
= U(j − sλn) (1.9)

with the boundary conditions

U(−∞) = ul, U(+∞) = ur.

The discrete function U is called the shock profile, while s is the velocity
of the wave. From (1.9) it is clear that for ∆x → 0 the solution of (1.8)
approaches a shock wave of the form

u(x, t) =

{
ul, x < st
ur, x > st

.

A minimal domain of U is the additive group Z+ λZ. When sλ = r/l is ra-
tional, the discrete domain is l−1Z. On the other hand, when sλ is irrational,
Z + λZ becomes dense in R. In that case, we have a so-called continuous
profile, since we U is defined in the whole real line R. Herein we assume that
sλ = r/l is rational. For more details about discrete shock profiles, we refer
to [14, 15].

1.4. Godunov’s method for conservation laws with spatially varying flux

In order to solve a conservation law with a spatially varying flux function of
the form (1.6), we first have to discretize the flux function. For that purpose,
we can choose, for example, the cell-centered flux discretization described in
[4] and [12] where the flux function is discretized to yield a flux function
Fj(u) that holds throughout the j -th grid cell. The discretized flux function
is defined simply by

Fj(u) = Fε(xj , u).

According to [4, 12], Godunov’s method consists in solving the following
Riemann problems of (1.6)

ut + Fj−1(u)x = 0, u(x, 0) =

{
un
j−1, x < xj−1/2

ũn
l,j−1/2, x > xj−1/2

and

ut + Fj(u)x = 0, u(x, 0) =

{
ũn
r,j−1/2, x < xj−1/2

un
j , x > xj−1/2

centred at xj−1/2, where the states ũn
l,j−1/2 and ũn

r,j−1/2 are taken to be

connected by a stationary shock, i.e.

Fj−1(ũ
n
l,j−1/2) = Fj(ũ

n
r,j−1/2), (1.10)

and having the property that un
j−1 can be connected to ũn

l,j−1/2 using only

left-going waves, while ũn
r,j−1/2 can be connected to un

j using only right going
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waves. If the wave connecting ũn
l,j−1/2 and ũn

r,j−1/2 was not stationary, then

a solution would not be bounded. See Section 16.4 in [12] for details.

Then we apply the flux differencing formula (1.8) by taking

Fn
j−1/2 = Fj(ũ

n
r,j−1/2)

Fn
j+1/2 = Fj(ũ

n
l,j+1/2).

In the case of an autonomous conservation law, this coincides with the well-
known standard Godunov’s method.

1.5. The Riemann problem

Let us shortly explain the Riemann problem that we use for DSP construc-
tion. Consider problem (1.1), (1.2) under the initial assumptions given in
Section 1.2.

We define ¯̄B to be a point satisfying

g(B) = g( ¯̄B) and ¯̄B < θg. (1.11)

In general, the Riemann problem (1.1), (1.2) has a solution in the form
of left- and right-handed waves connected with a steady wave at x = 0
for each connection. (Note that the connection implies zero-speed Rankine-
Hugoniot conditions.) But profiles, either discrete or viscous, are constructed
for individual waves. For that purpose, we are looking for the case when
there is only one travelling shock wave besides the steady one, say the right-
handed one, and choose the left state in that manner. (Of course, one could

do it reversely.) Such a solution exists for ul = A and ur ∈ ( ¯̄B,B):

u(x, t) =


ul = A, x < 0

B, 0 < x <
g(B)− g(ur)

B − ur
t

ur, x >
g(B)− g(ur)

B − ur
t

. (1.12)

Note that if ur < ¯̄B, the wave speed would be negative and the wave would
interact with the steady one, which is not allowed. On the other hand, if
ur > B, the right going wave would be rather a rarefaction wave, since the
shock does not satisfy Oleinik’s entropy condition in that case. In other words,

g(u)− g(B)

u−B
≥ s ≥ g(u)− g(ur)

u− ur

is not true for all u between B and ur. Since a DSP is defined only for shocks,

we consider only the case when ur ∈ ( ¯̄B,B).

Note that by definition (1.7) h′(A) ≤ 0, and since ul = A, we have
h′(ul) ≤ 0. A solution of the considered problem consisting only of a sta-
tionary and a right going shock wave also appears for any ul ∈ I satisfying
h′(ul) > 0, i.e. ul > θh and ur ∈ (¯̄ul, ūl), where ūl and ¯̄ul are given by

g(ūl) = g(¯̄ul) = h(ul) and ūl > θg, ¯̄u < θg,
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i.e.

u(x, t) =


ul, x < 0

ūl, 0 < x <
g(ūl)− g(ur)

ūl − ur
t

ur, x >
g(ūl)− g(ur)

ūl − ur
t

. (1.13)

2. Existence of entropic DSPs for the two-flux equation

Let us consider the Riemann problem (1.1), (1.2) under the assumptions
stated in Section 1.2. Our first aim is to obtain a DSP for a perturbation of
the above problem for any admissible connection (A,B) (a precise definition
will be given below) having a limit of the form (1.12). One part is very simple
as we can use the results from [9] and find a DSP for the right-handed shock
in the expected solution. So we have to deal only with a steady shock, i.e. to
find a DSP for it.

We use a regularization of (1.5) Fε ∈ C1 (R× I) so that

Fε(x, u) = F (x, u) for |x| ≥ ε, (2.1)

where ε is small enough, and use Godunov’s scheme for conservation laws
with spatially varying flux functions described in Section 1.4. But first, we
require an additional condition to hold for the regularization in order to be
admissible.

Definition 2.1. A regularization Fε ∈ C1 (R× I) given by (2.1) is said to be
admissible if

Fε(x, u) < Fε(y, u) if g(u) > h(u) and

Fε(x, u) > Fε(y, u) if g(u) < h(u)
(2.2)

holds for every x, y ∈ [−ε, ε] such that x < y and every u ∈ I.

Remark 2.2. Assumption (2.2) ensures that Fε(x, u) and Fε(y, u) cross only
at the edges of interval I and at a flux cossing u∗ ∈ I for all x, y ∈ [−ε, ε].

Example. For example, a generalization of the regularization function pre-
sented in [2]

Fε(x, u) =



h(u), x ≤ −ε
g(u)− h(u)

2ε2
(x+ ε)2 + h(u), −ε ≤ x ≤ 0

h(u)− g(u)

2ε2
(x− ε)2 + g(u), 0 ≤ x ≤ ε

g(u), x ≥ ε

(2.3)

is an admissible regularization. The discrete array of fluxes {Fj} for (2.3) in
the cases when g and h do not cross and when they have one crossing in the
interior of I is shown in Fig. 1 A) and 1 B) respectively.
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A) The case without flux crossing B) The case with one flux crossing

h

g

g

h

Figure 1. The array of discrete fluxes for an admissible regularization

After using the flux regularization (2.1) given by (2.2), Eq. (1.1) becomes

ut + Fε(x, u)x = 0. (2.4)

Now, let us select from the set of all connections those that are admis-
sible with respect to the regularization, in the following manner.

Definition 2.3. A connection (A,B) is said to be admissible with respect to
the regularization if equation

Fε(x, u) = h(A)

has real solutions in I for all x ∈ [−ε, ε].

In the sequel, we call such connections simply admissible. Fig. 2 shows
examples of admissible and not admissible connections in various cases of flux
crossing. As we can see, in the case when the fluxes g and h do not cross, or if
the crossing is regular, Fig. 2 A) and B) respectively, every connection given
by (1.7) is admissible with respect to the regularization. On the other hand,
Fig. 2 C) indicates that in the case of an undercompressive flux crossing,
the only admissible connection is A = B = u∗, as other connections, like
(A1, B1) and (A2, B2) do not intersect Fk for every k ∈ J . In the case of an
overcompressive flux crossing, all connections above the connection (A,B)
where h(A) = g(B) = h(u∗) are admissible, Fig. 2 D).

Theorem 2.4. Let ε be small enough. Using the above assumptions and nota-
tions, Eq. (2.4) has a DSP for Godunov’s scheme with the limit of the form

- (1.12) for any admissible connection and ul = A, ur ∈ ( ¯̄B,B),
- (1.13) if ul > θh and ur ∈ (¯̄ul, ūl).

Proof. The solution of Eq. (1.1) is equivalent to the solution of the system

ut + h(u)x = 0, x < 0

ut + g(u)x = 0, x > 0 (2.5)

and u satisfies the Rankine-Hugoniot condition g(u+) = h(u−) at x = 0,
where u+ = limx→0+ u(x, t) and u− = limx→0− u(x, t). Our aim is to find
DSPs for the right-handed shocks. For simplicity, we present the proof of the
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A) No flux crossing B) Regular flux crossing

A1 B1
g

h admissible connection
admissible connection

g

h

A

A

1 B

B

1

22

C) Undercompressive flux crossing D) Overcompressive flux crossing

Fk

not admissible connection

h

g

A=B=u*

A2 B2

A1 B1 A1 B1

A2 B2

Fk

admissible connection

not admissible connection

g

h

A B

Figure 2. Admissibility of connections for various cases of
flux crossing

existence only for DSPs with the limit of the form (1.12), i.e. for A = ul, and

ur ∈ ( ¯̄B,B), while the proof of the existence of DSPs with limits of the form
(1.13) is very similar. Therefore, we have two problems to solve:
The first one is Eq. (2.4) together with

u0(x) =

{
ul = A, x < 0
B, 0 < x ≤ ε

. (2.6)

The existence of a connection (A,B) here means that

Fε(ε,B) = Fε(−ε,A). (2.7)

Since for x ≥ ε problem (2.5) is reduced to

ut + g(u)x = 0, (2.8)

with the initial data

u0(x) =

{
B, x < ε,
ur, x > ε

(2.9)

this is the second problem for us to solve. It is clear that a DSP for our
problem has two independent parts: a steady DSP starting from x = 0, and
the right-hand sided one (DSP with positive speed) starting from x = ε. This
permits us to split the proof in two parts. The first one is problem (2.4), (2.6).
Let us discretize the problem on interval [−ε, ε] where

ε = j∗∆x, (2.10)
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for some j∗ ∈ N. This gives the following sequence of Riemann problems

ut + Fj−1(u)x = 0, u(x, 0) =

{
un
j−1, x < xj−1/2

ũl,j−1/2, x > xj−1/2

and

ut + Fj(u)x = 0, u(x, 0) =

{
ũr,j−1/2, x < xj−1/2

un
j , x > xj−1/2

.

For a steady DSP at x = 0, un+1
j = un

j = uj should hold for all j and
all n. So, to solve the above two problems, we seek for states ũl,j−1/2 and
ũr,j−1/2 satisfying (1.10) and having the property that uj−1 can be connected
with ũl,j−1/2 using only left going waves, i.e.

cl,j :=
Fj−1(ũl,j−1/2)− Fj−1(uj−1)

ũl,j−1/2 − uj−1
≤ 0

or ũl,j−1/2 = uj−1 that corresponds to the case Fj−1(ũl,j−1/2) = Fj−1(uj−1)
and cl,j = 0, and ũr,j−1/2 with uj using only right going waves, i.e.

cr,j :=
Fj(uj)− Fj(ũr,j−1/2)

uj − ũr,j−1/2
≥ 0

or ũr,j−1/2 = uj .
The fact A = ul implies that the first speed cl,−j∗+1 = 0. If any cr,j >
0, j < j∗, the wave connecting uj and ũr,j−1/2 would interact with the wave
connecting ũl,j+1/2 and ũr,j+1/2 that has zero speed. This would contradict
the relation un

j = uj for some n. In the case when j = j∗ one can see that
g(B) = Fj∗(uj∗) = F−j∗(u−j∗) = h(A) due to (2.7). On the other hand, we
have already seen that Fj∗−1(ũl,j∗−1/2) = Fj∗−1(uj∗−1) = ... = F−j∗(u−j∗).
This determines cr,j∗ to be zero as all velocities before. As a consequence we
have

Fj(uj) = Fj−1(uj−1) = g(B) = h(A), j = −j∗ + 1, ...., j∗. (2.11)

It is known that problem (2.8), (2.9) has a solution in the form of a shock
wave with the velocity

s =
g(ur)− g(B)

ur −B
.

The existence of a DSP for a scalar conservation law with a continuous flux
for an initial value discontinuity at x = 0, is proved in [9]. Note that our
initial value problem is just translated into x = ε. Now we combine the right
going wave and the steady one obtained above. The travelling DSP in this
case has values equal to B for ε < x < st + ε, while the stationary DSP
for (2.4), (2.6) has values equal to B for x = ε as proved above. Since the
velocity of the travelling DSP is positive, their union constitutes the new
DSP for problem (2.4) with the initial data (1.2).
Note that the proof of the existence of DSPs with a limit of the form (1.13)
would start by solving problem (2.4) together with

u0(x) =

{
ul, x < 0
ūl, 0 < x ≤ ε

(2.12)
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and (2.8) with

u0(x) =

{
ūl, x < ε
ur, x > ε

.

That proves the theorem. �

However, a solution of Eq. (2.11) is not unique, and therefore we impose
an appropriate entropy condition below. In other words, our aim is to find out
when there is a connection (A,B) for (2.11) that permits an entropy DSP for
the perturbed problem (2.4) for different types of flux crossing for Godunov’s
scheme. As seen below, if such an entropic connection exists, it turns out to
be unique. So, let us start by defining the discrete entropy condition for our
problem. In [11], the authors observe a more general problem of the form

ut + (F (γ(x), u))x = D(u)xx

u(x, 0) = u0(x)

and impose the following Kruzhkov type entropy inequality

|u− c|t +
(
sign (u− c) (F (γ(x), u)− F (γ(x), c))

)
x

+|D(u)−D(c)|xx + γ′(x) sign(u− c)Fx(γ(x), c) ≤ 0

for all constant c ∈ R in the sense of distributions. For D = 0 and γ(x) = x,
the above inequality reads

|u− c|t +
(
sign (u− c) (Fε(x, u)− Fε(x, c))

)
x

+sign(u− c)Fε(x, c)x ≤ 0.
(2.13)

Let us now find a correct discrete version of inequality (2.13). For that pur-
pose, we make the following notation

G(x, u) := sign (u− c) (Fε(x, u)− Fε(x, c))

and let

(
∂G

∂x

)
app

(
xj , u

n
j

)
be the approximation of

∂G

∂x

(
xj , u

n
j

)
. Then we

should take
∂G

∂x

(
xj , u

n
j

)
−

(
∂G

∂x

)
app

(
xj , u

n
j

)
≤ 0, (2.14)

since we would affect inequality (2.13) otherwise. Namely, by using the reverse
inequality than (2.14), we would reduce the value of the partial derivative ofG
at every point (xj , tn) artificially. Such pointwise influences would accumulate
by summing the discrete inequality over the spatial and time domain. On that
way we could obtain a DSP that satisfies a discrete version of (2.13), but its
limit does not satisfy (2.13) itself. In other words, condition (2.14) ensures
that the limit of a DSP that satisfies a discrete version of (2.13) is entropic
indeed.
From the Taylor series for functions of two variables we get

G(xj±∆x, un
j ±∆un

j ) = G(xj , u
n
j )±∆x

∂G

∂x
(xj , u

n
j )±∆un

j

∂G

∂u
(xj , u

n
j )+O(k2j,n)
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where ∆un
j = un

j − un
j−1 and kj,n = max

(
∆x,∆un

j

)
. This implies

∂G

∂x
(xj , u

n
j )−∇[Gj ] = −µj

∂G

∂u
(xj , u

n
j ) +O

(
k2j,n

)
if un

j−1 < un
j (2.15)

∂G

∂x
(xj , u

n
j )−∇[Gj ] = µj

∂G

∂u
(xj , u

n
j ) +O

(
k2j,n

)
if un

j−1 > un
j (2.16)

∂G

∂x
(xj , u

n
j )−∆[Gj ] = −µj+1

∂G

∂u
(xj , u

n
j ) +O

(
k2j+1,n

)
if un

j < un
j+1 (2.17)

∂G

∂x
(xj , u

n
j )−∆[Gj ] = µj+1

∂G

∂u
(xj , u

n
j ) +O

(
k2j+1,n

)
if un

j > un
j+1 (2.18)

where

∇[Gj ] =
G(xj , u

n
j )−G(xj−1, u

n
j−1)

∆x
, ∆[Gj ] =

G(xj+1, u
n
j+1)−G(xj , u

n
j )

∆x

present the backward differencing and forward differencing approximation
of the partial derivative of G at the point (xj , u

n
j ), respectively and µj =

|∆un
j |

∆x
≥ 0.

From (2.14) and (2.15) we obtain the condition

∂G

∂u
(xj , u

n
j ) ≥ 0

which implies

sign(un
j − c)

∂Fε

∂u

(
xj , u

n
j

)
= sign(un

j − c)F ′
j(u

n
j ) ≥ 0 (2.19)

It is easy to check that the case when c ̸∈ (un
j−1, u

n
j ) is trivial, since the

right hand side of the discrete entropy inequality obtained by using backward
differencing (see (2.20) below) equals zero. So, for the case when un

j−1 < c <
un
j , (2.19) reads F ′

j(u
n
j ) ≥ 0, since sign(un

j − c) > 0 in this case. Similar,
combining (2.14) and (2.16), we obtain F ′

j(u
n
j ) ≥ 0, since sign(un

j − c) < 0
in that case. In the same way, from (2.17) and (2.18), respectively, we obtain
the condition F ′

j(u
n
j ) ≤ 0.

Overall, we can conclude that in the case when F ′
j(u

n
j ) ≥ 0, the correct

approximation for
∂G

∂x
(xj , u

n
j ) is obtained by backward differencing (since

this avoids artificial reducing of the value of the partial derivative of G at any
point (xj , u

n
j ) which would lead to an entropic DSP whose limit is not entropic

at all, as already explained above) and we obtain the following discrete version
of (2.13)

|un+1
j − c| − |un

j − c|+ λ
(
sign(un

j − c)
(
Fj(u

n
j )− Fj(c)

)
− sign(un

j−1 (2.20)

−c)
(
Fj−1(u

n
j−1)− Fj−1(c)

) )
+ λ sign(un

j − c) (Fj(c)− Fj−1(c)) ≤ 0.

For the same reasons as for F ′
j(u

n
j ) ≥ 0, the correct approximation for

∂G

∂x
(xj , u

n
j ) in the case when F ′

j(u
n
j ) ≤ 0 is obtained by forward differencing
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and we get

|un+1
j − c| − |un

j − c|+ λ
(
sign(un

j+1 − c)
(
Fj+1(u

n
j+1)− Fj+1(c)

)
(2.21)

− sign(un
j − c)

(
Fj(u

n
j )− Fj(c)

) )
+ λ sign(un

j − c) (Fj+1(c)− Fj(c)) ≤ 0.

It is easy to check that both (2.20) and (2.21) are correct discretizations of
inequality (2.13). For that purpose, take φ(x, t) to be a test function with
compact support, i.e.,

φ(x, t) = 0, for t ≥ T := N∆t and φ(x, t) = 0, for x /∈ [−ε, ε],

when T is large enough. If we sum (2.20) for every j ∈ J = {−j∗, ..., j∗},
where j∗ is given by (2.10), we get

N∑
n=0

j∗∑
j=−j∗

φ(xj , tn)(|un+1
j − c| − |un

j − c|) + ∆t

∆x

N∑
n=0

j∗∑
j=−j∗

φ(xj , tn)
(
Q(un; j)

−Q(un; j − 1) + sign(un
j − c)(Fj(c)− Fj−1(c))

)
≤ 0,

where Q(un; j) = sign(un
j − c)(Fj(u

n
j ) − Fj(c)), j ∈ J . The summation by

parts yields

−
j∗∑

j=−j∗

φ(xj , 0)|u0
j − c| −

j∗∑
j=−j∗

N∑
n=1

(φ(xj , tn)− φ(xj , tn−1))|un
j − c|

−∆t

∆x

N∑
n=0

j∗∑
j=−j∗

(φ(xj+1, tn)− φ(xj , tn))
(
Q(un; j) + sign(un

j − c)Fj(c)
)
≤ 0.

Rearranging, we find that

∆t∆x
N∑

n=1

j∗∑
j=−j∗

(φ(xj , tn)− φ(xj , tn−1)

∆t
|un

j − c|

+
φ(xj+1, tn)− φ(xj , tn)

∆x

(
Q(un; j) + sign(un

j − c)Fj(c)
))

+∆x

j∗∑
j=−j∗

φ(xj , 0)|u0
j − c| ≥0.

As this represents the Riemann sum for the weak formulation of (2.13), it
just remains to let ∆x → 0,∆t → 0. The proof that (2.21) is the correct
discretization of (2.13) is similar. This gives us the following definition:

Definition 2.5. A DSP for Eq. (2.4) is said to be entropic if for every admis-
sible regularization Fε relation (2.20) holds if F ′

j(uj) ≥ 0, and (2.21) holds if
F ′
j(uj) ≤ 0 for each constant c ∈ R and every j ∈ J .

Now, we define the existence of entropic DSPs as a criterion for shocks.

Definition 2.6. A shock wave solution of Eq. (1.1) is said to be entropic if an
entropic DSP of the perturbed Eq. (2.4) converges to it.
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Lemma 2.7. Problem (2.4), together with (2.6) and (2.7) has a unique en-
tropic stationary DSP for Godunov’s scheme if and only if one of the following
holds

F ′
j(u

n
j ) ≥ 0 for all j ∈ J,

F ′
j(u

n
j ) ≤ 0 for all j ∈ J,

or un
j = u∗ for all j ∈ J.

(2.22)

Proof. Suppose that (2.22) holds for all j ∈ J . Let us first look at the case
when F ′

j(u
n
j ) ≥ 0 for all j ∈ J . Now

sign(un
j − c)− sign(un

j−1 − c) = −2 and Fj−1(u
n
j−1)− Fj−1(c) ≥ 0

for every constant c such that un
j < c < un

j−1, j ∈ J . Also

sign(un
j − c)− sign(un

j−1 − c) = 2 and Fj−1(u
n
j−1)− Fj−1(c) ≤ 0

for every constant c such that un
j−1 < c < un

j , j ∈ J . This implies(
sign(un

j − c)− sign(un
j−1 − c)

) (
Fj−1(u

n
j−1)− Fj−1(c)

)
≤ 0.

Taking into account (2.11) we have

0 ≥
(
sign(un

j − c)− sign(un
j−1 − c)

) (
Fj−1(u

n
j−1)− Fj−1(c)

)
= sign(un

j − c)
(
Fj(u

n
j ) + Fj(c)− Fj(c)− Fj−1(c)

)
− sign(un

j−1 − c)
(
Fj−1(u

n
j−1)− Fj−1(c)

)
= sign(un

j − c)
(
Fj(u

n
j )− Fj(c)

)
− sign(un

j−1 − c)
(
Fj−1(u

n
j−1)

− Fj−1(c)
)
+ sign(un

j − c) (Fj(c)− Fj−1(c))

for every constant c from the interval (un
j−1, u

n
j ). As stated before, the case

when c is out of the interval (un
j−1, u

n
j ) is trivial, since the right hand side

of this inequality equals zero. Applying that un+1
j = un

j holds for every j, n

and λ > 0, one sees that (2.20) is true for every constant c.
In the case F ′

j(u
n
j ) ≤ 0 one starts with

0 ≥
(
sign(un

j+1 − c)− sign(un
j − c)

) (
Fj+1(u

n
j+1)− Fj+1(c)

)
and by a similar calculation as in the case F ′

j(u
n
j ) ≥ 0 the proof of (2.21)

follows for every constant c.
Also if un

j = u∗ for every j ∈ J , we have

sign(un
j − c)− sign(un

j−1 − c) = sign(u∗ − c)− sign(u∗ − c) = 0,

this implies(
sign(un

j − c)− sign(un
j−1 − c)

) (
Fj−1(u

n
j−1)− Fj−1(c)

)
= 0.

Thus, (2.20) is true for every constant c. One can easily check that (2.21)
also holds in this case, so by Definition 2.5, a DSP of the form un

j = u∗ is
entropic.

On the other hand, let us now suppose that the obtained DSP is en-
tropic. This means by Definition 2.5 that for any j ∈ J the solution satisfies
(2.20) for F ′

j(uj) ≥ 0 or (2.21) for F ′
j(uj) ≤ 0. Suppose that (2.20) holds for
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F ′
j(uj) ≥ 0 and every constant c. Using un+1

j = un
j for very j and n, and

λ > 0 we obtain

0 ≥ sign(un
j − c)

(
Fj(u

n
j )− Fj(c)

)
− sign(un

j−1 − c)
(
Fj−1(u

n
j−1)

− Fj−1(c)
)
+
(
Fj(c)− Fj−1(c)

)
sign(un

j − c)

= sign(un
j − c)

(
Fj(u

n
j )− Fj−1(c)

)
− sign(un

j−1 − c)
(
Fj−1(u

n
j−1)− Fj−1(c)

)
.

Taking into account (2.11), we obtain(
sign(un

j − c)− sign(un
j−1 − c)

)(
Fj−1(u

n
j−1)− Fj−1(c)

)
≤ 0. (2.23)

Suppose now that condition F ′
j(u

n
j ) ≥ 0 is not satisfied for all j ∈ J . Then

there exists an index k ∈ J such that

F ′
k(u

n
k ) > 0 and F ′

k−1(u
n
k−1) < 0

or

F ′
k(u

n
k ) < 0 and F ′

k−1(u
n
k−1) > 0.

In both cases, when c is sufficiently close to un
k−1 or un

k , inequality (2.23)
does not hold, except in the case when un

j = u∗ for all j ∈ J .

The proof when (2.21) holds is analogous and system (2.11) has a unique
solution satisfying (2.22) which is used for the construction of the unique
entropic DSP for problem (2.4), (2.6). That proves the lemma. �

Similarly, for the case when ul > θh, we have the lemma bellow.

Lemma 2.8. Problem (2.4), together with (2.12) has a unique entropic sta-
tionary DSP for Godunov’s scheme if and only if

F ′
j(u

n
j ) ≥ 0 holds for all j ∈ J. (2.24)

Now we have the following theorem:

Theorem 2.9. Consider Eq. (2.4) with the initial data (1.2) satisfying the
above assumptions and having only shocks in a solution on the right-handed
side. Godunov’s scheme for solving this problem admits a unique entropic
DSP whose limit is of the form

(a) (1.12) for ul = A and ur ∈ ( ¯̄B,B) in the following cases:
(i) The flux crossing is regular or there is no crossing and h(θh) >

g(θg). The entropic connection is given by (A,B) = (θh, θ̄h), where
g(θ̄h) = h(θh), θ̄h > θg.

(ii) The flux crossing is undercompressive. In that case A = B = u∗
defines an entropy connection.

(b) (1.13) if h′(ul) > 0 and ur ∈ (¯̄ul, ūl) in the following cases:
(i) There is a regular or no flux crossing, and h(θh) > g(θg).
(ii) There is a regular or no flux crossing, h(θh) < g(θg) and h(ul) >

g(θg).
(iii) The flux crossing is undercompressive and h(ul) > h(u∗).
(iv) The flux crossing is overcompressive and ul > u∗.
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Remark 2.10. Consider case (a) of Theorem 2.9 and note that Godunov’s
scheme for conservation laws with spatially varying flux functions can also
be used when ur > B for the same connections as given in the sub cases
(i)-(ii). The limit of the obtained discrete solution contains then of a steady
shock at x = 0 and a rarefaction wave at the right hand side. The same goes
in case (b) for ur > ūl under the conditions listed in sub cases (i)-(iv). But,
since we are interested only in DSPs herein, we omit these cases.

A) No flux crossing B) Regular flux crossing

=

g

h

=

C) Undercompressive flux crossing D) Overcompressive flux crossing

h

g

g

h

All admissible connections are above this
line - there is no entropy DSP associated
with connections in this case

Figure 3. The structure of entropy DSPs associated with
connections for various cases of flux crossings and ul = A

Proof. (a)(i) Let g(θg) < h(θh). There are three possible cases:

(i.1) h′(u∗) < 0, g′(u∗) < 0,
(i.2) h′(u∗) ≥ 0, g′(u∗) ≥ 0,
(i.3) there is no intersection.

(i.1) In this case we have to prove that the line of the connection
l := [(θh, h(θh)), (θ̄h, g(θ̄h))] intersects the curve ω := (u, Fε(x, u)) in a point
ux,ε such that F ′(x, ux,ε) ≥ 0 for every x ∈ [−ε, ε]. It is clear that ω is non-
decreasing at the interval (θx,ε, Y ), where θx,ε represents the minimum of
Fε(x, u) for a fixed x ∈ [−ε, ε]. Here (2.2) implies h(θh) > Fε(x, θx,ε) >
g(θg). This implies F ′(x, ux,ε) ≥ 0 for all x ∈ [−ε, ε]. Now, let us sup-
pose that the entropy connection (A,B) = (θh, θ̄h) is not unique. Then
there exists a connection (A1, B1), A1 ̸= A, B1 ̸= B for which the line
l1 := [(A1, h(A1)), (B1, g(B1))] intersects the curve ω in a point ûx,ε such
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A) No flux crossing B) Regular flux crossing

g

h

C) Undercompressive flux crossing D) Overcompressive flux crossing

h

g h

g

Figure 4. The structure of entropy DSPs for various cases
of flux crossings for h′(ul) > 0

that F ′(x, ûx,ε) ≥ 0 for every x ∈ [−ε, ε]. This contradicts the fact that
h′(A1) ≤ 0, g′(B1) ≥ 0 and that A = θh is the argument of unique minimum
of the flux h. Hence, the uniqueness of the entropy connection follows. The
cases (i.2) and (i.3) can be proved in a similar way.

(ii) The fact F (x, u∗) = F (y, u∗) for all x, y ∈ [−ε, ε] implies Fj(u∗) =
Fi(u∗), for all i, j ∈ J which gives un

j = u∗ for all j ∈ J , so (2.22) holds.
This time, the uniqeness of the entropy connection follows from the fact that
A = B = u∗ is the only admissible connection. The structure of entropy
DSPs for case (a) can be seen in Fig. 3.

(b)(i)Let us suppose that the fluxes have no crossing or have a regular
crossing at (X,Y ) and h(θh) > g(θg). Using a similar notation as above, i.e.
ω = (u, Fε(x, u)), θx,ε is its unique minimum at a fixed x ∈ [−ε, ε] and
l := [(ul, h(ul)), (ūl, g(ūl))], we prove that ω intersects l at a point ux,ε

such that F ′
ε(x, ux,ε) ≥ 0 for every x ∈ [−ε, ε]. From (2.2) it is clear that

h(θh) > Fε(x, θx,ε) > g(θg). This implies that for every x ∈ [−ε, ε] the point
(θx,ε, Fε(x, θx,ε)) is below the line l. Taking into account that h′(ul) > 0, we
can conclude that for every x ∈ [−ε, ε] the curve ω intersects l at a point
ux,ε such that F ′

ε(x, ux,ε) ≥ 0. Suppose now that this entropy DSP is not
unique. Then there exist two points A,B ∈ I such that A ̸= ul, B ̸= ūl and
h(A) = g(B). The entropy condition (2.22) implies h′(A), g′(B) ≥ 0 which
produces a wave (ul, A) of positive speed that interacts with the steady one
(A,B), which is not allowed. Hence, the uniqueness follows.



18 T. Krunić and M. Nedeljkov

(ii) In this case (2.2) gives Fε(x, θx,ε) < g(θg). Again, taking into account
that h′(ul) > 0, we can conclude that the assertion follows. The uniqueness
can be proved analogously as in (i).

Let us define a ponit ū∗ ∈ I such that h(ū∗) = h(u∗), h′(u∗) > 0 in
the case when u∗ is an undercompressive flux crossing, and g(ū∗) = g(u∗),
g′(u∗) > 0 in the overcompressive case. Using the fact that in the case of
an over- or undercompressive flux crossing, for every x ∈ [−ε, ε] the point
(θx,ε, Fε(x, θx,ε)) is below the line l := [(u∗, h(u∗)), (ū∗, h(ū∗))], (iii) and (iv)
can be proved very similarly as in the previous cases. The structure of en-
tropy DSPs for h′(ul) > 0 for various cases of flux crossing discussed above
is shown in Fig. 4. �

Finally, according to Definition 2.6, it just remains to let ε → 0 to
recover entropic shock wave solutions for Eq. (1.1).

2.1. A special, “multiplicative” case

Let us now consider problem (1.3), (1.2). One can easily see that this problem
is a special case of problem (1.1), (1.2) where h(u) is substituted by alf(u)
and g(u) by arf(u) for some f having one minimum and no maximum at
the interior of I and satisfying f(X) = f(Y ). In this case, the appropriate
perturbed equation is of the form

ut + (aε(x)f(u))x = 0,

where
aε(x) = a(x) for |x| ≥ ε

is a continuously differentiable approximation of a(x). It is easy to check that
aεf(u) is an admissible regularization of f(u) in the sense of (2.2) if aε(x)
is monotone. So, we make this assumption here. In addition, we take that
al > ar > 0. In this case, the fluxes alf and arf achieve their unique minimum
at the same point, denoted with θ. In other words, θ = θh = θg. This is the
case when the fluxes h = alf and g = arf do not cross, so according to
the above theory, there exists a unique connection (A,B) = (θ, θ̄), where
arf(θ̄) = alf(θ), f

′(θ̄) > 0, satisfying (2.22), i.e.

f ′(un
j ) ≥ 0 ∀j ∈ J (2.25)

building a steady and a right going DSP, if ul = A and ur ∈ ( ¯̄B,B), where
¯̄B is given by (1.11). If ul > θ, we have a solution of the form (1.13). Note
that (2.25) is equivalent to

sign(un
j−1 − θ) sign(un

j − θ) ≥ 0 ∀j ∈ {−j∗ + 1, ..., j∗}.
According to Lemma 2.7, the steady DSP satisfies the following Kruzhkov-
type inequality

|un+1
j − c| − |un

j − c|+ λ
(
aj sign(u

n
j − c)(f(un

j )− f(c))

−aj−1 sign(u
n
j−1 − c)(f(un

j−1)− f(c))
)
+ λ sign(un

j − c)(aj − aj−1)f(c) ≤ 0,

for every constant c, where aj present the discrete values of aε(x). Again, the
travelling DSP is entropic due to Oleinik’s entropy condition.
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3. Conclusions and further research

In this final section, we will review the research contributions of this paper
and discuss the directions for future research.

3.1. Contributions of our research

The acceptability of shock waves as solutions of conservation laws is not uni-
formly resolved. Besides entropy pair conditions (Lax, Liu, Oleinik), there
are viscous entropy conditions requiring that an entropy solution presents a
limit of a viscous profile. The main contribution of our research is the use
of DSPs instead of viscous profiles. Using a discrete version of Kruzkhov’s
entropy inequality for a perturbed version of Eq. (1.1) we determine appro-
priate entropy conditions for DSPs. For different types of flux crossings, we
have obtained unique entropic DSPs by using Godunov’s method for spatially
varying flux. Our entropy condition (2.22) is obtained from the request for
the steady DSP to be entropic, so although we consider only steady DSPs
combined with a right going DSP, our theory can also be applied for combin-
ing steady DSPs with discrete rarefaction waves. For example, such a solution
occurs in the case when the pair (B, ur) or (ūl, ur) does not satisfy Oleinik’s
condition. This means that we can apply our solution concept to a wider
range of initial data than we observed herein.

3.2. Further investigations

For simplicity, herein we do not consider (1.1), (1.2) in the so-called convex-
concave case, i.e. when one of the fluxes g or h has one minimum and no max-
imum, and the other has one maximum and no minimum. In our forthcoming
research, we shall consider the above presented theory in the context of the
convex-concave case. Furthermore, it is known that in the convex-concave
type flux case, there are certain choices of initial data for which there is no
weak solution satisfying the Rankine-Hugoniot condition at x = 0. The same
problem occurs in the case when the fluxes do not cross in the domain of
definition. In such cases the only meaningful solutions appear in the form of
generalized solutions satisfying a weaker formulation of the Rankine-Huginot
condition. Our aim is to extend the solution concept presented herein to these
cases, too.
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