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Part 1. Basic spaces

1. Classical function spaces

1.1. Space of differentiable functions. Denote by Ω ⊂ Rn an open
set, its closure Ω and boundary ∂Ω.
Ck(Ω) is the set of all function u : Ω → R (or C, but all functions in

conservation laws are real-valued) with continuous derivatives of order
k, 0 ≤ k ≤ ∞.
Ck(Ω) is the set of all functions u ∈ Ck(Ω) such that there exist a

function φ ∈ Ck(Ω′), u ≡ φ on Ω ⊂ Ω′, where Ω′ is an open set.
Ck

b (Ω) consists of functions from Ck(Ω)bounded together with all
their derivatives.

It holds:

Ck(Rn)|Ω ⊂ Ck(Ω) ⊂ Ck(Ω).

If Ω is bounded, then Ck(Ω) ⊂ Ck
b (Ω).

Denote by supp u, u : Ω → R, the complement of the largest open set
Ω′ such that u|Ω′ = 0. The set supp u is called support of the function
u. Since Ω ⊂ Rn,

supp u = {x ∈ Ω : u(x) 6= 0}.
Notation A ⊂⊂ B means that there exists a compact K such that
A ⊂ K ⊂ B.
Ck

0 (Ω) = {u ∈ Ck(Ω) : supp u ⊂⊂ Ω}.
Elements of C∞

0 (Ω) are called test functions.

1.2. Lp-Spaces. A set A ⊂ Ω ⊂ Rn is of Lebesgue measure zero,
L(A) = 0, if for each ε > 0 there exists a numerable union

⋃
i∈N

Ci

of parallelepipeds Ci ⊂ Rn such that

mes
∞⋃

i=1

Ci < ε

(the measure of parallelopiped is the product of its edges lenghts).

In the set of all Lebesgue measurable functions u : Ω → R (all ele-
mentary functions and their compositions are Lebesgue measurable, for
example) we define the equivalence relation “equal almost everywhere
in Ω”, f ∼ g, if

L({x : f(x) 6= g(x)}) = 0.

Let 1 ≤ p < ∞. From now on Ω will be an open connected set.
“Measurable” stands for Lebesgue measurable.
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Lp(Ω) = {f/ ∼: Ω → R : f is measurable ,

∫

Ω

|f(x)|p dx <∞}.

It is Banach space with the norm

‖f‖Lp(Ω) =
(∫

Ω

|f(x)|p dx
)1/p

.

L2(Ω) is Hilbert space, with the product (f |g) defined by

(f |g) =

∫

Ω

f(x)g(x) dx,

where g(x) stands for complex conjugate of g(x). If we are in the space
of real-valued functions (which will usually be the case) then

(f |g) =

∫

Ω

f(x)g(x) dx .

For p = ∞ we have a different definition:

L∞(Ω) ={f/ ∼: Ω → R : f is measurable and there exists

real M such that |f(x)| ≤M, for every x ∈ Ω}.(1)

L∞(Ω) is also Banach space with the norm

‖f‖L∞ = inf M, where the constant M is from (1).

The most important spaces are L2-spaces and L1
loc-spaces which are

defined by

Lp
loc(Ω) ={f/ ∼: Ω → R : f is measurable and for every K ⊂⊂ Ω

∫

K

|f(x)|p dx ≤ ∞}.

Functions from L1
loc are called locally integrable ones.

Hölder inequality
(2)∫

Ω

|u(x)v(x)| dx ≤ ‖u‖Lp‖v‖Lq , u ∈ Lp(Ω), v ∈ Lq(Ω),
1

p
+

1

q
= 1.

will often be used. The special case p = q = 2 is called Schwartz
inequality.

Corollaries of Hölder inequality:

1.

mes(Ω)−1/p‖u‖Lp ≤ mes(Ω)−1/q‖u‖Lq , u ∈ Lq(Ω), p ≤ q.
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2.

‖u‖Lq ≤ ‖u‖λ
Lp‖u‖λ

Lr , u ∈ Lr(Ω), p ≤ q ≤ r,
1

q
=
λ

p
+

1 − λ

r
.

3. ∫

Ω

u1...um dx ≤ ‖u‖Lp1 ...‖u‖Lpm ,

ui ∈ Lpi(Ω), i = 1, ..., m,
1

p1
+ ... +

1

pm
= 1.

2. Weak derivative and weak solution

2.1. Weak derivative. Denote by |α| = α1 + ...+ αn multiindex α =
(α1, ..., αn) ∈ Nn

0 and

∂αf(x) =
∂|α|

∂α1x1...∂αnxn

.

(If αi = 0 for some i, there is no derivative with respect to the variable
xi.)

Definition 1. A function f ∈ L1
loc(Ω) has α-th weak derivative, |α| ≤

m, denoted again by ∂αf , if there exist a function g ∈ L1
loc(Ω) such

that ∫

Ω

f(x)∂αφ(x) dx = (−1)|α|
∫

Ω

g(x)φ(x) dx,

for every φ ∈ C∞
0 (Ω). The function g will be called α-th weak derivative

for f .

The following theorem is very useable and illustrative.

Theorem 1. If there exists a weak derivative for a locally integrable
function u, then u is almost everywhere differentiable and the weak
derivative equals to a strong at the points where it exists.

2.2. Weak solution of partial differential equations. Notion of a
weak solution is not defined in a unique manner. It should be defined
to fit a physical problem as much as it can.

First, we shall give the definition for first order systems. Later on,
the definition will be easily adopted to an equation of higher order.

Definition 2. A system of first order partial differential equation is in
divergence form if it can be written as

(3) {div}∂ta0(t, x, u) + ∂x1
a1(t, x, u) + ...+ ∂xnan(t, x, u) = b(t, x, u),
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where u = u(t, x1, ..., xn) is a vector valued function. Suppose that u
satisfies initial condition u(x, 0) = u0(x). It is said that

u ∈
(
L1

loc([0, T ) × Ω)
)n

is weak solution to system (3) with the above given initial data if
∫ t

0

∫

Ω

∂tφ(t, x)a0(t, x, u) + ∂x1
φ(t, x)a1(t, x, u) + ...

+ ∂xnφ(t, x)an(t, x, u) dx dt +

∫

Ω

u0(x) dx

=

∫ t

0

∫

Ω

b(t, x, u)φ(t, x) dx dt,

(4)

for every φ ∈ C∞
0 ((−∞,∞) × Ω).

As one can see, vector valued function u is not necessary differen-
tiable and the name “weak solution” comes from that fact.

Also, it is easy to check, using integration by parts, that every C1-
solution of (3) also satisfies (4), i.e. it is weak solution, too.

For practical reasons we shall use the following simpler (and weaker)
condition instead of (4):

∫ t

0

∫

Ω

∂tφ(t, x)a0(t, x, u)∂x1
φ(t, x)a1(t, x, u) + ...

+ ∂xnφ(t, x)an(t, x, u) dx dt

=

∫ t

0

∫

Ω

b(t, x, u)φ(t, x) dx dt

lim
t→0

u(t, x) = u0 almost everywhere in Ω,

(5)

for every φ ∈ C∞
0 ((0,∞)×Ω). Note that now φ is defined on a smaller

domain, i.e. equals zero on the x-axe (t = 0).

Remark 1. If a system is not given in the divergence form, then a
definition of a weak solution is much more difficult to give and more
specific. That was out of scope here.

Systems where t is distinguished variable are called evolution systems
(or systems “written in evolution form”).

3. Distribution spaces

In this section we shall present a simplified version of distribution
theory. We shall use convergence in vector spaces and not topology.

Mapping from a vector space over some field into that field (usually
R or C) is called functional.
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Let us introduce a convergence in the set C∞
0 (Ω).

{testkon}
Definition 3. A sequence {φj} ⊂ C∞

0 (Ω) converge to zero as j → ∞
if

• There exists a compact K ⊂⊂ Ω such that suppφj ⊂ K, for
every j ∈ N.

• For each α ∈ Nn
0 , ‖∂αφ‖L∞(Ω) → 0, as j → ∞.

This convergence is denoted by
D→.

The set C∞
0 (Ω) with the convergence defined in this way will be

denoted by D(Ω). Elements of this space will be called test functions.
{distrib}

Definition 4. Linear continuous functional S with the domain D(Ω)
is called distribution. Its acting on the test function φ is denoted by
〈S, φ〉.

Continuity is understood in the means of convergence: S is contin-
uous if for each sequence of test functions {φj}j converging to zero as
j → ∞ it holds 〈S, φj〉 → 0, as j → ∞.

Vector space of distributions is denoted by D′(Ω).

Now, we shall give some important examples of distributions. The
first one shows how locally integrable function can be treated as dis-
tributions and the second one is an example of distribution which can
not be treated as a usual function.

Example 1. Let f ∈ L1
loc(Ω) and φ be a test function. Then mapping

from D into R defined by

Sf : 〈Sf , φ〉 =

∫

Ω

f(x)φ(x) dx

define a distribution: Functional Sf is obviously linear and

|〈Sf , φ〉| ≤ ‖φ‖L∞(Ω)

∫

supp φ

|f(x)| dx .

That means that if a sequence {φj} converges to zero in D, then
〈Sf , φj〉 → 0 as j → ∞, i.e. Sf is a distribution.

Example 2. Let a ∈ Ω. Relation

〈δa, φ〉 = φ(a)

defines Dirac delta distribution at the point a. If a = 0, then we write
just δ instead δ0.
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4. Properties and operations with distributions

(1) For a sequence of distributions {Sj} ⊂ D′(Ω) is said to converge
to zero if

〈Sj, φ〉 → 0, as j → ∞,

for every φ ∈ D(Ω). Convergence in the distribution space is

denoted by
D′

→. (In distribution theory this convergence is called
“weak”). Convergence to zero is enough since the distribution
space is a vector one: Sj → T , T ∈ D′(Ω) if and only if

〈Sj − T, φ〉 → 0, as j → ∞,

for every test function φ.
(2) S ∈ D′(Ω) is zero on ω ⊂ Ω if

〈S, φ〉 = 0,

for every test function φ with a support in ω.

Definition 5. Support of a distribution S ∈ D′(Ω), suppS, is a com-
plement of the maximum open set where S = 0 (i.e. set of point in Ω
which do not have a neighborhoods ω where S = 0).

Definition 6. E ′(Ω) is the space of distributions with compact support.

Example 3. supp δ = {0}, because for each x ∈ Ω, x 6= 0, there exists
its neighborhoods ω not containing zero and there exist a test function
φ with a support in ω. That means

〈δ, φ〉 = φ(0) = 0.

Definition 7. Distributional derivative S of order α ∈ N
n
0 is defined

by
〈∂αS, φ〉 := (−1)|α|〈S, ∂αφ〉, for every φ ∈ D(Ω).

Since ∂αφ is also in D(Ω), one can see that the definition makes
sense, i.e. each distribution has a derivative of every order. That fact
is the main reason why distributions are so important.

{nep}
Lemma 1. Differentiation is a continuous operation in the distribution
space.

Example 4. We can easily calculate each derivative of the delta distri-
bution,

〈∂αδ, φ〉 = (−1)|α|〈δ, ∂αφ〉 = (−1)|α|∂αφ(0).

One can easily verify the following. If g ∈ L1
loc(Ω) is α-th weak

derivative of f ∈ L1
loc(Ω), then Sg = ∂αSf , where Sf (or Sg) is the

distributional image of f (or g).
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Example 5. Define Heaviside function

H(x) =

{
0, x < 0

1, x > 0.

Since H is locally integrable function we can identify it with a dis-
tribution defined on R. We will show that its derivative is the delta
distribution. Let φ be an arbitrary test function on R. Then

〈H ′, φ〉 = −〈H, φ′〉 = −
∫ ∞

0

φ′(x) dx = φ(0) = 〈δ, φ〉.

If W k(Ω) stands for the space of locally integrable functions on Ω
having all derivatives of order less or equal to k, then

Ck(Ω) ⊂W k(Ω) ⊂ D′(Ω).

(Here, function is identified with its image in the space of distributions.)
If f ∈ C∞(Ω), then we can define its product with a distribution S,

T = Sf , in the following way

〈T, φ〉 := 〈S, fφ〉, φ ∈ D(Ω).

But, there is no general definition of the product if f is not smooth.
This is the main disadvantage of distributions.

At the end of the paper, we shall give a possibility to overcome that
fact by introducing Colombeau-type generalized function spaces.

5. Sobolev spaces

5.1. Definitions. Let m ∈ N0, p ≥ 1 and Ω be an open subset of R
n.

Denote by W k(Ω) the vector space of all locally integrable functions
on Ω which has all weak derivatives of order less or equal to k. We are
in position to define its subspaces which will have the advantage to be
normed (space W k(Ω) is only locally convex, with topology defined by
a sequence of seminorms).

Definition 8. Sobolev space Hm,p(Ω) is the set of functions u ∈
Wm(Ω), such that

∂αu ∈ Lp(Ω),

for every α ∈ Nn
0 , |α| ≤ m.

Norma is given by

‖u‖Hm,p(Ω) = ‖u‖m,p,Ω :=
(∫

Ω

∑

|α|≤m

|∂αu(x)|p dx
)1/p

.
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An equivalent norm to the above one is given by

‖u‖′Hm,p(Ω) =
∑

|α|≤m

‖∂αu‖Lp(Ω).

In the sequel we shall not distinguish them by notation, i.e. each of
these two norms will be denoted by ‖u‖Hm,p(Ω).

If p = 2, then we shall omit that number in the superscript.

Theorem 2. For each m ∈ N0, H
m(Ω) is Hilbert space with the product

(6) (u|v) =

∫

Ω

u(x)v(x) dx +
m∑

i=1

∫

Ω

∇mu(x)∇mv(x) dx .

If p ≥ 1, then Hm,p(Ω) is only Banach space.

Denote by 〈ξ〉 =
√

1 + ξ2. Then, the usual norm of u in Hm(Rn) is
equivalent with the following one

‖u‖′′Hm := sup
ξ∈Rn

m∑

j=0

‖〈ξ〉û‖L2(Ω).

We are in position to define Hs(Rn), s ∈ R now: u ∈ Hs(Rn) if and
only if ‖u‖′′Hm < 0.

The following spaces are important for defining value of an element
in Sobolev space on the boundary in a simple way.

Definition 9. Hm,p
0 (Ω) is the closure of C∞

0 (Ω) in a norm Hm,p(Ω).
v ∈ Hm,p

0 (Ω) means that there exists a sequence {φj} ⊂ C∞
0 (Ω) such

that
vj

Hm,p

→ v, j → ∞.

For u ∈ Hm,p(Ω), boundary condition u|∂Ω = 0 in a weak sense
means that u ∈ Hm,p

0 (Ω). If v ∈ Hm,p(Ω), then u = v on ∂Ω if and
only if u− v ∈ Hm,p

0 (Ω).

5.2. Imbedding theorems. We shall give only few of the large num-
ber of these important theorems.

Definition 10. Banach space B1 is continuously imbedded in a Banach
space B2, B1 → B2, if there exists bounded linear injection from B1

into B2.

Theorem 3. For an open set Ω ⊂ Rn it holds

Hm,p(Ω) → Lq(Ω), mp > n, p ≤ q ≤ ∞
Hm,p(Ω) → Lq(Ω), mp = n, p ≤ q <∞
Hm,p(Ω) → C0

b (Ω), mp > n
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Theorem 4. Let Ω be bounded and posses conus property: For each
x ∈ Ω there exists a conus of the height h with the edge at x completely
lying in Ω. Then

Hm,p(Ω) → Lq(Ω), p ≤ q ≤ np/(n−mp)

Hm+j,1(Ω) → Cj
b (Ω), mp > n

x

ω

Figure 1. A set with a conus property {sl_con}

Part 2. Waves

6. Introduction

There is no precise definition of wave, but one can describe it as
a signal traveling from one place to another one with clearly visible
speed.

The signal can be any disturbance, like some kind of maxima or
change of some quantity.

We shall define two kinds of waves.
{d_waves}

Definition 11. (i) Hyperbolic waves. They are solution to hyper-
bolic equations.

(ii) Dispersive waves. They are solutions to some equation(s) of the
form

(7) {dis1} ϕ = aψ(kx− ωt),

where its frequency ω is some real function of wave number k, and ω(k)
is defined via a system of partial or ordinary differential or integral
equations.
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Phase velocity is
ω(k)

k
. The wave is dispersive if ω′(k) is not a con-

stant, i.e. ω′′(k) 6= 0.
Group velocity, defined by

c(k) =
dω

d k
,

is especially important for observation of wave propagation.

There exist partial differential equations belonging to both of the
groups. One of these is Klein-Gordon equation

uxx − ux + u = 0

. It is hyperbolic equation with solutions of form (7), with ω2 = k2 +1.
But that group is relatively small.

7. Kinetic waves

In a lot of physical problems a disturbance in a material, or in a state
of a medium can arise. So we shall describe the basic building blocks,
density ρ(x, t), flux q(x, t) and the flow velocity:

v(x, t) =
q(x, t)

ρ(x, t)
=

flux

density
.

as well as relations between them.
Homogeneous relation between ρ and q is the simplest one: q = Q(ρ).

Denote c(ρ) = Q′(ρ). The above equation now reads

(8) ρt + qx = 0

ı.e.

(9) ρt + c(ρ)ρx = 0

if ρ and q are regular enough.
First, let us note that the characteristics for (9) are given by the

following ordinary differential equations

γ :
dx

dt
= c(ρ).

Since we are dealing with a conservation law (right-hand side of (8)
equals zero), the curves given by γ are straight lines, i.e. speed of a
wave, c(ρ), is constant.
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8. Traffic flow

Obviously, the flow velocity

v(ρ) =
q(ρ)

ρ

is obviously decreasing function with respect to ρ which take values
from a maximum one, at ρ = 0, to zero, as ρ→ ρy. Here ρy is maximal
car density at a road (cars touches one another). The flux q is therefore
a convex function (see Fig. 2) and has a maximal value qm for some
density ρm, while q(0) = q(ρy) = 0.

Figure 2. Flux function for traffic flow model {sl1}

After observations made in Lincoln tunnel, New York, experimental
data for one right of way are: ρy ≈ 225verichles

mile
, ρm ≈ 80verichles

hour
. (The

maximum flow for the above data could be obtained for car speeds
qm ≈ 20milja

sat
).

A rough model for more than one right of way can be obtained by
multiplying the above values with their multiplicity.

Suppose that q depends only on ρ, q := Q(ρ). Speed of waves is
given by

c(ρ) = Q′(ρ) = v(ρ) + ρv′(ρ).
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Since v′(ρ) < 0, it is less than flow velocity. It means that drivers can
see a disturbance ahead.

In this particular case, speed of waves c is speed of cars, and a flow
velocity is an average velocity of motion of a road relative to all of cars.
Let us note that c > 0 for ρ < ρm (cars are moving faster than average
if density is small) and c < 0 for ρ > ρm (opposite case: high density
of the cars has lower speed than average).

Greenberg’s model for the above tunnel are calculated in the fol-
lowing way: Q(ρ) = aρ log

ρj

ρ
, a = 17.2m

h
, ρj = 228 v

m
. ρm = 83 v

m
,

ρm = 1430 v
h
. Logarithmic function definitely does not approximate

states in a neighborhoods of the point ρ = 0 in a good way, but this is
practically not interesting case, anyway.

A solution to the above problem is just illustrated in the Fig. 3.

Figure 3. Density of cars{sl2}

9. Sedimentation in a river, chemical reactions

This model describes exchange processes between river-bed and fluid
in the river, i.e. sedimentation transport, more precisely.

Denote
ρ1 . . . . . . . . density of a fluid
ρ0 . . . . . . . . density of a solid material.
Then, the density is given by

ρ = ρ0 + ρ1

and flux by q = uρ1, where u is a fluid speed. Conservation of mass
law is given by

(ρ1 + ρ0)t + uρ1x = 0,
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with the supposition that fluid speed is a constant.
Reaction between these two materials are given by

∂ρ0

∂t
= k1(A1 − ρ0)ρ1 − k2ρ0(A2 − ρ1),

where k1 and k2 are coefficients depending on a reaction speed, and
A1, A2 are constants depending on material specifications (both solid
and fluid ones).

Let us take a special case, so called quasi-equilibrium, when changes
of solid material density due chemical reactions are neglected, i.e.

∂ρ0

∂t
= 0.

We shall also suppose that space-time position is negligible, i.e.

ρ0 = r(ρ1).

Then we have the following system

ρ1t(1 + r′(ρ1)) + uρ1x = 0

i.e.

ρ1t +
u

1 + r′(ρ1)
ρ1x = 0.

In some models, one can take

r(ρ1) =
k1A1ρ1

k2B + (k1 − k2)ρ1
.

Equation which describes waves in this case follows from law of mass
conservation. In general, flux is given by q = ρu, where u 6= const, so
we need one more equation (for speed u).

10. Shallow water equations

Let us fix some notation:
ρ . . . . . . . height of water level – its depth (≈ density)
u . . . . . . . speed of water flow

This model is used for description of river flow when depth is not so
big (in the later case one can safely take that the depth equals infinity).
It can be also used for flood, sea near beach, channel flow, avalanche,...

Basic assumption in this model is that a fluid is incompressible and
homogenous (forming of “waves”, moving of a water visible on its sur-
face, is possible). Bottom of a river is not necessary flat, but for a
flat one equations are homogenous – flux is independent of space-time
coordinates. That eases finding global solutions to a system.
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Figure 4. Shallow water {sl3}

Mass conservation law gives

(10) {shw01} ρt + (ρu)x = 0.

In order to solve the above equation we shall introduce new partial
differential equation involving the speed u and Newton’s second law:

(mu)· = f (“force = impuls change per time”).

Take a space interval [x1, x2] during a time interval [t1, t2]. Then
∫ x2

x1

ρ(x, t2)u(x, t2) dx−
∫ x2

x1

ρ(x, t1)u(x, t1) dx

=

∫ t2

t1

(
ρ(x1, t)u

2(x1, t) − ρ(x2, t)u
2(x2, t)

)
dt

+

∫ t2

t1

(
p(x1, t) − p(x2, t)

)
dt

“impuls change per time = kinetic energy + force due to preassure”

Contraction of a time-space interval: t1, t2 −→ t and x1, x2 −→ x for
some pint (x, t), gives the following PDE

(11) (ρu)t + (ρu2)x + px = 0.

The pressure in the above equation is the hydraulic pressure. One
gets (we shall assume that density of water equals 1)

π(y) = g(ρ− y) . . . . . . . . hydraulic preassure,
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Figure 5. Hydraulic pressure{sl4}

where g is the universal gravitational constant (see Fig. 5), and

p =

∫ ρ

0

π(y) dy =

∫ ρ

0

g(ρ− y) dy = g
ρ2

2
.

Substituting this relation into (10) and (11) gives

ρt + (ρu)x = 0

(ρu)t +
(
ρu2 + g

ρ2

2

)
x

= 0.
(12) {shw1}

Let us differentiate the second equation in the above system assuming
enough regularity of solutions:

ρtu+ ρut + 2ρuux + ρxu
2 + gρρx = 0.

Then substitute ρt from the first equation in the modified second
equation. After that procedure we get

ut + uux + gρρx = 0,

and finally the system becomes

ρt + (ρu)x = 0

ut +
(u2

2
+ gρ

)
x

= 0.
(13) {shw2}

If solutions are not necessarily differentiable, one substitute ω = ρu
(ω is a flux) into system (12) so we get a different one

ρt + ωx = 0

ωt +
(ω2

ρ
+ g

ρ2

2

)
x

= 0.
(14) {shw3}
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In subsequent sections one will see that systems (13) and (14) are
not equivalent in practice (concerning weak solutions) due to the use
of differentiation.

11. Gas dynamics (viscous)

We shall use the following notation:
ρ . . . . . . . . gas density
u . . . . . . . . gas velocity (gas molecule speed)
σ . . . . . . . . pressure (force/area)
As before, we have the following system of conservation laws

ρt + (ρu)x = 0

(ρu)t + (ρu2)x − σx = 0.

The following relation holds in general:

σ = −p + νux,

where p is a pressure of a gas without moving, and ν is a viscosity
(≪ 1) (see Fig. 6).

Figure 6. Pressure in share gas{sl5}
Thus,

ρt + (ρu)x = 0

(ρu)t + (ρu2)x + px = νuxx
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holds for viscous fluids. For gases it holds ν → 0, so one can often take
ν ≡ 0.

11.1. Thermodynamically effects with gases. We shall continue
to use notation from the previous section. Let p = p(ρ, S), where new
independent variable S stands for entropy.

In order to close the system we need an extra equation. For adiabatic
case one can take

St + uSx = 0,

for example.
For an isotropic, ideal gas, one takes

S ≡ const, ν ≡ 0.

Now, the viscous case is modeled by

ρt + (ρu)x = 0

(ρu)t + (ρu2)x + (p(ρ))x = 0

p(ρ) = κργ , 1 < γ < 3, γ = 1 + 2/n,

where κ stands for universal gas constant, and n is a number of atoms
in gas molecule.

Let us note that for constant density, ρ = ρ0 ∈ R, there is no changes
in pressure and speed of the gas – no gas movements.

In more than one space dimensions we have well known Navier-Stokes
equation

ρt + div(ρ~u) = 0

(ρu)t + ~u · grad(ρ~u) + (ρ~u) · div ~u+ grad p = 0

(or = ν△~u for viscous fluids).

Part 3. Weak solutions and elementary waves

12. Rankin-Hugoniot conditions

Let u ∈ C1(R × [0,∞)) be a solution to the following partial differ-
ential equation

ut + (f(u))x = 0

u(x, 0) = u0(x).
(15) {sr1}

Take ϕ ∈ C1
0(R × [0,∞)), i.e. smooth function such that its support

intersected by R × [0,∞) is compact.
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Then

0 =

∫ ∞

0

∫ ∞

−∞
(ut(x, t) + (f(u))xϕ(x, t) dt dx

= −
∫ ∞

0

∫ ∞

−∞
f(u)ϕx dt dx +

∫ ∞

−∞
u(x, t)ϕ(x, t) dx

∣∣∣
t=∞

t=0

−
∫ ∞

0

∫ ∞

−∞
uϕt dx dt

= −
∫ ∞

0

∫ ∞

−∞
(uϕt + f(u)ϕx) dx dt−

∫ ∞

−∞
u0(x)ϕ(x, 0) dx .

The above calculation inspired the following definition of weak solu-
tion for (15).

Definition 12. u ∈ L∞(R × (0,∞)) (u is bounded function up to a
set of Lebesgue measure zero) is called weak solution of (15) if

∫ ∞

0

∫ ∞

−∞
(uϕt + f(u)ϕx) dx dt +

∫ ∞

−∞
u0(x)ϕ(x, 0) dx = 0,

for every ϕ ∈ C1
0(R × [0,∞))

Figure 7. Supports of test functions in halfplane{sl6}

Remark 2. (1) All classical solutions are also weak.
(2) If u is a weak solution, then u is also a distributive solution.
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(3) If u ∈ C1(R × [0,∞)) is a weak solution, then it is a classical,
too.

If we do not say differently, “solution” will mean weak solution from
now on.

In a few steps we shall find necessary conditions for existence of
piecewise differentiable weak solution to some conservation law.

{trh}
Theorem 5. Necessary and sufficient condition that

u(x, t) =

{
ul(x, t), x < γ(t), t ≥ 0

ud(x, t), x > γ(t), t ≥ 0,

where ul and ud are C1 solutions on their domains, be a weak solution
to (15) is

(16) {rh} γ̇ =
f(ud) − f(ul)

ud − ul
=:

[f(u)]γ
[u]γ

.

Proof. The proof will be given in few steps.
1. Let

u(x, t) =

{
ul(x, t), x < γ(t), t ≥ 0

ud(x, t), x > γ(t), t ≥ 0,

where ul and ud are defined above, be a weak solution to (15). Then
∫ ∞

0

∫ ∞

−∞
(uϕt + f(u)ϕx) dx dt +

∫ ∞

−∞
u(x, 0)ϕ(x, 0) dx = 0,

for every ϕ ∈ (R × [0,∞)).
Also (ul)t + f(ul)x = 0 for x < γ(t) and t > 0 as well as (ud)t +

f(ud)x = 0 for x > γ(t) and t > 0.
That is consequence of the fact that

0 =

∫ ∫
ulϕt + f(ul)ϕx dx dt

= −
∫ ∫

(ul)tϕ+ (f(ul))xϕ dx dt,

for every ϕ, suppϕ ⊂ {(x, t) : x < γ(t), t > 0} and C1-function ul.
And since ϕ is arbitrary, we have

(ul)t + (f(ul))x = 0.

The same arguments hold for ud, too.

2.
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∫ ∞

0

∫ ∞

−∞
(uϕt + f(u)ϕx) dx dt +

∫ ∞

−∞
u0(x)ϕ(x, 0) dx

=

∫ ∞

0

∫ γ(t)

−∞
(ulϕt + f(ul)ϕx) dx dt +

∫ ∞

0

∫ ∞

γ(t)

(udϕt + f(ud)ϕx) dx dt

+

∫ ∞

−∞
u0(x)ϕ(x, 0) dx .

3. Let us calculate the first integral from above. It holds

d

d t

∫ γ(t)

−∞
ulϕ dx

=γ̇(t)ul(γ(t), t)ϕ(γ(t), t) +

∫ γ(t)

−∞
((ul)tϕ+ ulϕt) dx .

That implies
∫ ∞

0

∫ γ(t)

−∞
ulϕt dx dt = −

∫ ∞

0

∫ γ(t)

−∞
(ul)tϕ dxdt

−
∫ ∞

0

γ̇(t)ul(γ(t), t)ϕ(γ(t), t) dt+

∫ ∞

0

d

d t

∫ γ(t)

−∞
ulϕ dx dt .

On the other hand,
∫ ∞

0

∫ γ(t)

−∞
f(ul)ϕx dx dt = −

∫ ∞

0

∫ γ(t)

−∞
f(ul)xϕ dx dt

+

∫ ∞

0

f(ul(γ(t), t))ϕ(γ(t), t)) dt

Adding these terms and using the fact that ul is a solution of PDE
on the left-hand side of the curve (γ(t), t), one gets the following

∫ ∞

0

(f(ul) − γ̇ul)ϕ dt +

∫ ∞

0

d

dt

∫ γ(t)

−∞
ulϕ dx dt

as a value of that integral.

4. Analogously, concerning the right-hand side, one can see that the
second integral equals

−
∫ ∞

0

(f(ud) − γ̇ud)ϕ dt+

∫ ∞

0

d

dt

∫ ∞

γ(t)

udϕ dx dt .

5. After adding all the above integrals one gets
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0 =

∫ ∞

0

(f(ul) − f(ud) − (ul − ud)γ̇)ϕ dt

+

∫ ∞

0

d

dt

∫ ∞

−∞
uϕ dx dt +

∫ ∞

−∞
u0(x)ϕ(x, 0) dx,

and
∫ ∞

−∞
u(x, t)ϕ(x, t) dx

∣∣∣
t=∞

t=0
= −

∫ ∞

−∞
u0(x)ϕ(x, 0) dx .

That is true if

γ̇ =
f(ud) − f(ul)

ud − ul
=:

[f(u)]γ
[u]γ

.

Obviously the above condition is sufficient. The proof is complete.

Condition (16) is called Rankine-Hugoniot (RH) condition.

Example 6. Consider the following Riemann problem

ut +
(u2

2

)

x
= 0

u0 =

{
ul ∈ R, x < 0

ud ∈ R, x > 0.

(17) {pr1}

Since ul and ud are constants, there exist two trivial solutions of (17)
out of the discontinuity curve, and RH-condition gives

γ̇(t) =
u2

d − u2
l

2(ud − ul)
=
ud + ul

2
,

i.e. γ̇(t) = ct, c = ul+ud

2
and (see Fig. 8)

(18) {pr2} u(x, t) =

{
ul, x < ct

ud, x > ct,

If ul < ud, then except the above solution there exist also the follow-
ing solutions (Fig. 9):

(19) {pr3} u(x, t) =





ul, x < ult
x
t
, ult ≤ x ≤ udt

ud, x > udt

or, (Fig. 10))
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Figure 8. Shock wave {sl7}

Figure 9. Rarefaction wave {sl8}

(20) {pr4} u(x, t) =





ul, x < ult
x
f
, ult ≤ x ≤ at

a, at ≤ x ≤ a+ud

2
t

ud, x ≥ a+ud

2
t,
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for some a ∈ (ul, ud).

Figure 10. Non-entropic weak solution {sl9}

One can see that there is no uniqueness of solution in the case ul <
ud. That problem (finding admissible or so called “entropy” solutions)
will be approached later on.

Example 7. Let us multiply partial differential equation(17) by u and
transfer it into divergence form

ut + uux = 0 / · u
uut + u2ux = 0
(1

2
u2

)

t
+

(1

3
u3

)

x
= 0.

After nonlinear change of variables 1
2
u2 7→ v, one gets the following

conservation law

vt + (
2
√

2

3
v3/2)x = 0

v
∣∣∣
t=0

=

{
vl = 1

2
u2

l , x < 0

vd = 1
2
u2

d, x > 0.
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RH-conditions give the following speed of shock wave c and the dis-
continuity line is γ = ct:

γ̇(t) =
[3
2
v3/2]

[v]
=

2
√

2
3

1
2
(u2

d)
3/2 − 2

√
2

3
1
2
(u2

l )
3/2

1
2
(u2

d − u2
l )

=
1
3
(u3

d − u3
l )

1
2
(u2

d − u2
l )

6= ul + ud

2
in general.

(For example, for ul = 1, ud = 0 one has
1

3
1

2

6= 1
2
.)

This was an “unpleasant” example, because simple but nonlinear
transformations of variables do not preserve solutions.

Because of that a precise interpretation of a physical model is of the
crucial importance.

13. Rarefaction waves for single conservation law

Solution of equation (15) of the form u(x, t) = ũ(x
t
) is called self-

similar solution. Now we shall try to find such a solution of (15) in a
simple way, just by substituting a function of this form into the equa-
tion. After the differentiation we have

− x

t2
ũ′

(x
t

)
+ f ′

(
ũ
(x
t

))1

t
ũ′

(x
t

)
= 0

after multiplication of the equation with

t and the substitution
x

t
7→ y one gets ODE

ũ′(y)(f ′(ũ(y)) − y) = 0

After neglecting constant, so called trivial solutions (ũ′ 6= 0), one
can see that solution is given by the implicit relation

f ′(ũ) = y, ie. ũ(y) = f ′−1(y),

if f ′ is bijection (locally).
One can interpret the initial data in the following way:

(21) u(x, 0) =

{
ul, x < 0

ud, x > 0
=⇒ ũ(+∞) = ud, ũ(−∞) = ul.

If f ′′ > 0 (f is convex), then f ′ is an increasing function and solution
ũ to the equation satisfying (21) exists if ul < ud. Such solution is called
centered rarefaction wave (the initial data has a singularity at zero).
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14. Linear hyperbolic systems

Homogeneous linear scalar Cauchy problem with constant coeffi-
cients

ut + λux = 0

u(x, 0) = ū(x), λ ∈ C(R), ū ∈ C1([0,∞) × R)
(22)

has a simple solution in a traveling wave form

(23) {ls2} u(x, t) = ū(x− λt).

If ū ∈ L1
loc, then the above function (23) is a weak solution to (22),

what one can show easily.
Let a homogeneous system with constant coefficients

ut + Aux = 0

u(x, 0) = ū(x)
(24) {ls3}

be given, where A is n × n hyperbolic matrix with real characteristic
values λ1 < . . . < λn and left-hand sided li (resp. right-hand sided ri),
i = 1, . . . , n, eigenvectors. They are chosen in a way that liri = δij,
i, j = 1, . . . , n. Denote by ui := li ∗ u coordinates of the vector u ∈ Rn

with respect to the base {r1, . . . , rn}. Multiplying (24) from the left-
hand side with li one gets

(ui)t + λi(ui)x = (liu)t + λi(liu)x = liut + liAux = 0

ui(x, 0) = liū(x) =: ū1(x).

So, (24) decouples into n scalar Cauchy problems, which can be solved
like (22), one by one. Using (23) one can see that

(25) {ls4} u(x, t) =

n∑

i=1

ūi(x− λit)ri

solution to (24) because

ut(x, t) =
n∑

i=1

−λi(liūx(x− λit))ri = −Aux(x, t).

Thus, initial profile decouples into a sum of n waves with speeds
λ1, . . . , λn.

As a spacial case, take Riemann problem

ū(x) =

{
ul, x < 0

ud, x > 0.
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Figure 11. Waves and linear system {sl10}

Let us write down a solution to (25) using

ud − ul =
n∑

j=1

cjrj.

Let interstates be given by

wi := ul +
∑

j≤i

cjrj, i = 0, . . . , n,

such that wi −wi−1 is (i− n)-th characteristic vector of A. Solution is
of the form (Fig. 11)

(26) u(x, t) =






w0 = ul,
x
t
< λ1

. . . ,

wi, λi <
x
t
< λi+1

. . . ,

wn = ud,
x
t
> λn.

Part 4. Elementary waves for conservation laws

15. Basic definitions

One can find very usefull the class of functions with finite total vari-
ation, where
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{totvar}
Definition 13. Total variation of a function v is defined by

(27) {totalna varijacija}TV(v) = sup

N∑

j=1

|v(ξj) − v(ξj−1)|,

where the supremum is taken by all partitions of the real line

−∞ = ξ0 < ξ1 < ... < ξN = ∞.

One can write 27 in the form

TV(v) = limsup
ε−→0

1

ε

∫ ∞

−∞
|v(x) − v(x− ε)|.

Let

∂

∂t
u1 +

∂

∂x
f1(u1, . . . , un) = 0

...

∂

∂t
un +

∂

∂x
fn(u1, . . . , un) = 0

(28) {et1}

be n× n one-dimensional conservation laws system, where

u = (u1, . . . , un) ∈ R
n, f = (f1, . . . , fn) : R

n −→ R
n.

Denote by A(u) := Df(u) Jacobi matrix of f at a point u. The
above system reads (using vector notation)

(29) {et2} ut + f(u)x = 0.

If a solution is smooth enough (C1), then quasilinear form

(30) {et3} ut + A(u)ux = 0

defines the equivalent system.
System is called strictly hyperbolic if all characteristic values of A(u)

are real and distinct. They are ordered in the following way

λ1(u) < λ2(u) < .... < λn(u).

If there exist n linearly independent characteristic vectors, the system
is called hyperbolic.

Left-hand sided l1(u), ...., ln(u) and right-hand sided r1(u), . . . , rn(u)
characteristics vectors are determined in a way that it holds

li(u)rj(u) =

{
1, i = j

0, i 6= j.
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16. Elementary waves – an introduction

16.1. Shock waves. Like in the case of n = 1 we shall suppose that
x = γ(t) defines a discontinuity curve of piecewise smooth solutions
ul(x, t) and ud(x, t), i.e.

u(x, t) =

{
ul(x, t), x < γ(t)

ud(x, t). x > γ(t)

In order that u defines a weak solution one has to find γ from Rankin-
Hugoniot conditions for system

(31) γ̇ · (ud − ul) = f(ud) − f(ul).

Now, ud, ul, f(ud) and f(ul) are n-dim vectors. That means that a
discontinuity curve x = γ(t) can not be found in a direct way like in
the case of a single equation. That is, it is not true that for each pair
of constant initial vectors ul, ud there exists a shock wave solution (like
in the case of a single equation).

Denote by

A(u, v) :=

∫
A(θu+ (1 − θ)v)dθ

averaged matrix, where λi(u, v), i = 1, . . . , n, are its characteristic val-
ues. Then (31) can be written in the equivalent form

(32) γ̇ · (ud − ul) = f(ud) − f(ul) = A(ud, ul)(ud − ul).

In the other word, RH conditions hold if (ud, ul) is a characteristic
vector of the averaged matrix A(ud, ul), and speed γ̇ equals its charac-
teristic value.

16.2. Rarefaction waves. Let us find solutions of the form u = u
(

x
t

)

(selfsimilar solutions) for system (30):

ut + A(u)ux = − x

t2
u′(y) +

1

t
A(u(y))u′(y) = 0,

where y = x
t
. From the last equation it follows

A(u)u′ = yu′,

what means that u′ is equal to the right-hand sided characteristic vector
ri and y = λi, for i = 1, . . . , n.
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17. Entropy conditions

As one could see, even for the case n = 1 there is a problem of
uniqueness for weak solutions. In order to chose physically relevant
solution we will use so called entropy conditions. The solution which
satisfies it is called admissible.

17.1. Entropy conditions 1 – vanishing viscosity. A weak solu-
tion u to (28) is admissible if there exists a sequence of smooth solutions
uε to

uεt + A(uε)uεx = εuεxx

which converges to u in L1 as ε→ 0.

17.2. Entropy conditions 2 – entropy inequality. C1–function η :
Rn → R is called entropy for system (28) with appropriate entropy flux
q : Rn → R if

(33) {en1} Dη(u)Df(u) = Dq(u), u : R
n → R

n.

Note that (33) implies

(η(u))t + (q(u))x = 0,

for u ∈ C1 as a solution to (28). When one substitutes ut = −Df(u)ux

into the above equation,

Dη(u)ut +Dq(u)ux = Dη(u)(−Df(u)ux) +Dq(u)ux = 0.

A weak solution u to (28) is admissible if

(η(u))t + (q(u))x ≤ 0

in a distributional sense, i.e.

−
∫
η(u)ϕt + q(u)ϕx ≥ 0,

for every ϕ ≥ 0, ϕ ∈ C∞
0 (R × [0,∞)).

Thus,

Dη(u)ut +Dq(u)ux = 0

outside a discontinuity, and

ẋα(η(u(xα+)) − η(u(xα−))) ≥ q(u(xλ+)) − q(u(xα−))

on the discontinuity curve x = ẋα(t).



30 MARKO NEDELJKOV

17.3. Entropy condition 3 – Lax condition. Shock wave connect-
ing states ul i ud and has a speed γ̇ = λi(ul, ud) is admissible if

(34) {en2} λi(ul) ≥ λi(ul, ud) = γ̇ ≥ λi(ud).

Because of the ordering of characteristic values

λj(ul) > γ̇, j > i

λj(ud) < γ̇, j < i.

Such a wave is called i-th shock wave.

18. Rarefaction (RW) and shock wave (SW) curves

Fix u0 ∈ Rn and i ∈ {1, . . . , n}. Integral curve for vector field
ri through u0 is called i-th rarefaction curve (RWi). One can get it
explicitly by solving the Cauchy problem

(35)
du

dσ
= ri(u), u(0) = u0.

That curve will be denoted by

σ 7→ Ri(σ)(u0).

Due to the above definition, u0 can be joined with u ∈ RWi(u0) by
a single rarefaction wave.

Note that a curve parameterization depends on a choice of ri. If
|ri| ≡ 1 then the curve is parametrizated by its length.

Fix u0 ∈ Rn again. Let u be a right-hand state which can be joined
to u0 with i-th shock wave. (One uses RH conditions and Lax condition
(34)). So, vector u− u0 is a right-hand sided i-th characteristic vector
for A(u, u0). By basic theorem of linear algebra this is true if and only
if u − u0 is orthogonal to lj, j 6= i (j-th left-hand sided characteristic
vector for A(u, u0)) i.e.

(36) lj(u, u0)(u− u0) = 0, ∀j 6= i, γ̇ = λi(u, u0).

One can see that (36) is the system of n− 1 scalar equation with n
unknowns (components of u ∈ Rn). Linearizing (36) in a neighborhood
of u0 one gets linear system

lj(u0)(w − u0) = 0, j 6= i.

It has a solution w = u0 + Cri(u0), C ∈ R. By Implicit Function The-
orem, a set of solutions forms a regular curve (C1–class) in a neigh-
borhood of u0 with a tangent vector ri in the point u0. That curve is
called the curve of i-th shock wave and denoted by

σ 7→ Si(σ)(u0).



SYSTEMS OF CONSERVATION LAWS 31

Figure 12. Shock wave and rarefaction curves{sl11}

Both of the above curves exist in a neighborhood of u0 (if f is smooth
enough), and it can be proved that they have the same tangent in the
point u0 parallel to ri(u0).

19. Riemann problem {drip}
Definition 14. We say that i-th characteristic field is genuinely non-
linear if

Dλi(u)ri(u) 6= 0.

If
Dλi(u)ri(u) ≡ 0,

then i-th field is said to be linearly degenerate

Note that in the case when i-th field is genuinely nonlinear one can
chose the orientation of ri (by changing its sign, eventually) such that

Dλi(u)ri(u) > 0.

Let us suppose that the above relation holds in the sequel for genuinely
nonlinear fields.

In the rest of the paper we shall use the following general assumption:

System (28) is strictly hyperbolic with smooth coefficients. For each
i ∈ {1, . . . , n}, i-th characteristic field is either genuinely nonlinear or
linearly degenerate.

19.1. Centered rarefaction wave. Let i-th field be genuinely non-
linear and suppose that ud lies on a positive part of RW curve starting
from ul, i.e. ud = R(σ)(ul) for some σ > 0.

Theorem 6. Let us define

λi(s) = λi(Ri(s)(ul))

for every s ∈ [0, σ].
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Because of genuine nonlinearity, mapping s 7→ λi(s) is strictly in-
creasing. Let t ≥ 0. Function

(37) {crw1} u(x, t) =





ul, x < tλi(ul)

Ri(s)(ul), x = tλi(s)

ud = Ri(σ)(ul), x > tλi(ud),

where x
t

= y = λi(s), s ∈ [0, σ], is piecewise smooth solution to Rie-
mann problem

ut + f(u)x = 0

u
∣∣∣
t=0

:= u0 =

{
ul, x < 0

ud, x > 0.

Proof. One can easily see that

lim
t→0

‖u(x, t) − u0‖L1 = 0.

Besides that, (28) trivially holds true for x < tλi(ul) and x > tλi(ud),
because ut = ux = 0. Suppose x = tλi(s), for some s ∈ (0, σ). Since
u ≡ const along each halfline {(x, t) : x = tλi(s)}, there holds

(38) ut(x, t) + λi(s)ux(x, t) = 0.

Since

ux =
∂u

∂x
=
dRi(s)(ul)

ds

=
(dλi(s)

ds

)−1dλi

dx
= ri(u)

(di(s)

ds

)−11

t
,

ux is a characteristic vector for A(u) when λi(s) = λi(u(t, x)), i.e.

A(u)ux = λiux.

Note that assumption σ > 0 is crucial for the above construction of
a solution. If σ < 0, (37) would define a triple valued function in the
area x

t
∈ [λi(ud), λi(ul)].

19.2. Shock waves. Let i-th characteristic field be genuinely nonlin-
ear and let ud be connected with ul by i-shock wave, ud = Si(σ)(ul).
Then λ := λi(ud, ul) is the speed of that wave and

(39) u(x, t) =

{
ul, x < λt

ud, x > λt

is piecewise constant solution to the above Riemann problem.
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Note that in the case σ < 0 that solution is admissible in the Lax-
sense, because

λi(ud) < λi(ul, ud) < λi(ul).

For σ > 0, one would have

λi(ul) < λi(ud)

and Lax condition could not be satisfied.

19.3. Contact discontinuities. Suppose that i-th characteristic field
is linearly degenerate and ud = Ri(σ)(ul) for some σ. By the assump-
tion, λi is constant along that curve. Putting λ := λi(ul), one can see
that piecewise constant function given by (39) solves the above Cauchy
problem, because RH condition is satisfied at discontinuity curve.

f(ud) − f(ul) =

∫ σ

0

Df(Ri(s)(ul))ri(Ri(s)(ul)) ds

=

∫ σ

0

λi(Ri(s)(ul))ri(Ri(s)(ul) ds

=λi(ul)

∫ σ

0

dRi(s)(ul)

d s
ds = λi(ul)(Ri(σ)(ul) − ul).

We have used here that

d

ds
λi(Ri(s)(ul)) =Dλi(Ri(s)(ul))

dRi(s)(ul))

d s

=(Dλiri)
(
Ri(s)(ul)

)
= 0,

as well as the definition of linear degeneracy.
In that case Lax conditions hold thus regardless to the sign of σ,

because
λi(ud) = λi(ul, ud) = λi(ul).

From the above calculations one can deduce that

Ri(σ)(u0) = Si(σ)(u0),

for every σ.

19.4. General solutions. As we have seen before, the set of points
{ud : u ∈ Rn} which could be connected with a left-hand side state of
Riemann problem is just a curve. In order to connect two arbitrary
points ul, ud ∈ Rn with an entropic solution of Riemann problem one
can insert at most n− 1 vectors

ul, u1, u2, . . . , un−1, ud

such that between each pair (ul, u1), (u1, u2), ..., (un−1, ud) there is one
of the previously described elementary waves.
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Figure 13. Sketch of a solution to Riemann problem {sl12}

If the initial condition belongs to L∞, then we shell approximate it
by piecewise constant function. So there are a lot of Riemann problems
which have to be simultaneously solved. One by one solution in the
form of elementary waves can be easily find, but the main problem is
how to deal with a huge number of mutual wave interactions.

We shall describe two procedures for that purpose.

(1) Glimm scheme. Before the first interaction of the initial ele-
mentary waves, one approximates a solution with new piecewise
constant function again. That function becomes a new initial
data and procedure is repeated as many times as needed. Rar-
efaction wave is approximated by a fan of non-admissible shock
waves in this procedure.

The procedure will converge for small enough variation of ini-
tial states, i.e. total variation of the initial data is small enough.

There are a lot of technical problems concerning the above scheme,
so a lot of effort was given to find a new procedure, the following one.

(2) Front-tracking method). Again, rarefaction wave is approx-
imated with a fan of non-entropic shock waves. But now waves
are permitted to interact. In a point of interaction there is a
new Riemann problem. One can solve it accurately or approx-
imatively. In the later case, one constructs non-physical shock
wave with small amplitude, but with the larger speed of all
possible waves in order to prevent blow-up effect.
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After that one can again use the same method for later in-
teractions.

Again, this procedure will converge when total variation of
the initial data is small enough.

Part 5. Unbounded generalized solutions

Lately, a number of papers appeared dealing with non-classical weak
solutions to conservation law systems. The main reason for that is to
overcome common deficiencies in both of the ideas presented at the end
of the previous part:

Total variation of initial data has to be sufficiently small.
All fields are either genuinely nonlinear or linearly degenerate.
We are dealing mostly with strictly hyperbolic systems.

Between different approaches, we choose the one using Colombeau
generalized functions.

20. Generalized function spaces

We shall briefly repeat some definitions of Colombeau algebra given
in [17]. Denote R2

+ := R × (0,∞), R2
+ := R × [0,∞) and let C∞

b (Ω)
be the algebra of smooth functions on Ω bounded together with all
their derivatives. Let C∞

b
(R2

+) be a set of all functions u ∈ C∞(R2
+)

satisfying u|R×(0,T ) ∈ C∞
b (R × (0, T )) for every T > 0. Let us remark

that every element of C∞
b (R2

+) has a smooth extension up to the line

{t = 0}, i.e. C∞
b (R2

+) = C∞
b (R2

+). This is also true for C∞
b

(R2
+).

{emn}
Definition 15. EM,g(R

2
+) is the set of all maps G : (0, 1) × R

2
+ → R,

(ε, x, t) 7→ Gε(x, t), where for every ε ∈ (0, 1), Gε ∈ C∞
b

(R2
+) satisfies:

For every (α, β) ∈ N
2
0 and T > 0, there exists N ∈ N such that

sup
(x,t)∈R×(0,T )

|∂α
x∂

β
t Gε(x, t)| = O(ε−N), as ε→ 0.

EM,g(R
2
+) is an multiplicative differential algebra, i.e. a ring of func-

tions with the usual operations of addition and multiplication, and
differentiation which satisfies Leibniz rule.
Ng(R

2
+) is the set of all G ∈ EM,g(R

2
+), satisfying:

For every (α, β) ∈ N2
0, a ∈ R and T > 0

sup
(x,t)∈R×(0,T )

|∂α
x∂

β
t Gε(x, t)| = O(εa), as ε → 0.

�
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Clearly, Ng(R
2
+) is an ideal of the multiplicative differential alge-

bra EM,g(R
2
+), i.e. if Gε ∈ Ng(R

2
+) and Hε ∈ EM,g(R

2
+), then GεHε ∈

Ng(R
2
+).

{g}
Definition 16. The multiplicative differential algebra Gg(R

2
+) of gen-

eralized functions is defined by Gg(R
2
+) = EM,g(R

2
+)/Ng(R

2
+). All op-

erations in Gg(R
2
+) are defined by the corresponding ones in EM,g(R

2
+).

�

If C∞
b (R) is used instead of C∞

b (R2
+) (i.e. drop the dependence on

the t variable), then one obtains EM,g(R), Ng(R), and consequently, the
space of generalized functions on a real line, Gg(R).

In the sequel, G denotes an element (equivalence class) in Gg(Ω)
defined by its representative Gε ∈ EM,g(Ω).

Since C∞
b

(R2
+) = C∞

b
(R2

+), one can define a restriction of a general-
ized function to {t = 0} in the following way.

For given G ∈ Gg(R
2
+), its restriction G|t=0 ∈ Gg(R) is the class

determined by a function Gε(x, 0) ∈ EM,g(R). In the same way as
above, G(x− ct) ∈ Gg(R) is defined by Gε(x− ct) ∈ EM,g(R).

If G ∈ Gg and f ∈ C∞(R) is polynomially bounded together with
all its derivatives, then one can easily show that the composition f(G),
defined by a representative f(Gε), G ∈ Gg makes sense. It means that
f(Gε) ∈ EM,g if Gε ∈ EM,g, and f(Gε) − f(Hε) ∈ Ng if Gε −Hε ∈ Ng.

The equality in the space of the generalized functions Gg is to strong
for our purpose (see [16]), so we need to define a weaker relation, so
called, association.

{ass}
Definition 17. A generalized function G ∈ Gg(Ω) is said to be asso-
ciated with u ∈ D′(Ω), G ≈ u, if for some (and hence every) represen-
tative Gε of G, Gε → u in D′(Ω) as ε → 0. Two generalized functions
G and H are said to be associated, G ≈ H , if G−H ≈ 0. The rate of
convergence in D′ with respect to ε is called the order of association.
�

A generalized function G is said to be of a bounded type if

sup
(x,t)∈R×(0,T )

|Gε(x, t)| = O(1) as ε→ 0,

for every T > 0.
Let u ∈ D′

L∞(R). Let A0 be the set of all functions φ ∈ C∞
0 (R)

satisfying φ(x) ≥ 0, x ∈ R,
∫
φ(x)dx = 1 and suppφ ⊂ [−1, 1], i.e.

A0 = {φ ∈ C∞
0 : (∀x ∈ R)φ(x) ≥ 0,

∫
φ(x)dx = 1, supp φ ⊂ [−1, 1]}.
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Let φε(x) = ε−1φ(x/ε), x ∈ R. Then

ιφ : u 7→ u ∗ φε/Ng,

where u ∗φε/Ng denotes the equivalence class with respect to the ideal
Ng, defines a mapping of D′

L∞(R) into Gg(R), where ∗ denotes the usual
convolution in D′. It is clear that ιφ commutes with the derivation, i.e.

∂xιφ(u) = ιφ(∂xu).

21. Generalized solutions to conservation law systems

We shall restrict ourselves on a 2 × 2 system

ut + (f1(u)v + f2(u))x = 0

vt + (g1(u)v + g2(u))x = 0,
(40) {dss1}

with the Riemann initial data

(41) {dssid}u(x, 0) =

{
u0, x < 0

u1, x > 0
and v(x, 0) =

{
v0, x < 0

v1, x > 0.

Before a construction of solutions, let us give definitions of its build-
ing blocks.

{s-d}
Definition 18. (a) G ∈ Gg(R) is said to be a generalized step func-

tion with value (y0, y1) if it is of bounded type and

Gε(y) =

{
y0, y < −ε
y1, y > ε

Denote [G] := y1 − y0.
(b) D ∈ Gg(R) is said to be generalized split delta function (Sδ-

function, for short) with value (α0, α1) if D = α0D
− + α1D

+,
where α0 + α1 = 1 and D± ∈ Gg(R) are given by the represen-
tatives

D±
ε (y) :=

1

ε
φ
(y − (±2ε)

ε

)
, φ ∈ A0.

(c) Let m be an odd positive integer. A generalized function d ∈
Gg(R) is said to be m′-singular delta function (m′SD-function,
for short) with value (β0, β1) if d = β0d

−+β1d
+, βm−1

0 +βm−1
1 =

1, d± ∈ Gg(R), supp d−ε ⊂ (−∞,−ε), supp d+
ε ⊂ (ε,∞), (d±)i ≈

0, i ∈ {1, . . . , m− 2, m}, (d±)m−1 ≈ δ.
(d) Let m be an positive integer. A generalized function d ∈ Gg(R)

is said to bem-singular delta function (mSD-function, for short)
with value (β0, β1) if d = β0d

− + β1d
+, βm

0 + βm
1 = 1, d± ∈
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Gg(R), supp d−ε ⊂ (−∞,−ε), supp d+
ε ⊂ (ε,∞), (d±)i ≈ 0,

i ∈ {1, . . . , m− 1}, (d±)m ≈ δ.
�

Let us note that D±
ε are in fact model delta nets (for this notion one

can look in [16], for example) shifted by ±ε.
In the sequel we shall suppose that one of the following is true:

supp d+
ε ∩ suppD+

ε = supp d−ε ∩ suppD−
ε = ∅

(compatibility condition), or a assumption

D+d+ = D−d− = 0 (as it was done in [9]).
{singsh}

Definition 19. Singular shock wave is an associated solution to (40)
of the form

u(x, t) = G(x− ct) + s1(t)(α0d
−(x− ct) + α1d

+(x− ct))

v(x, t) = H(x− ct) + s2(t)(β0D
−(x− ct) + β1D

+(x− ct)),
(42)

where

(i) c ∈ R is the speed of the wave,
(ii) si(t), t ≥ 0 are smooth functions, si(0) = 0, i = 1, 2.
(iii) G and H are generalized step functions with values (u0, u1) and

(v0, v1) respectively,
(iv) d = α0d

− + α1d
+ is an m′SD-function or mSD-function,

(v) D = β0D
− + β1D

+ is an Sδ function compatible with d.

The wave is overcompressive if its speed is less or equal to the left- and
greater or equal to the right-hand side of the characteristics i.e.

λ2(u0, v0) > λ1(u0, v0) ≥ c ≥ λ2(u1, v1) > λ1(u1, v1).

Delta shock wave is singular shock wave with s1 ≡ 0.

22. Results on delta and singular shock existence

We shall begin this section with few assertion which helped us in
actual construction of solutions.{lema1}
Lemma 2. The generalized function defined by the representative φε(x−
ct) ∈ EM,g(R

2
+), φ ∈ A0, c ∈ R, is associated with δ(x− ct) ∈ D′(R2

+).

Proof. Let ψ ∈ C∞
0 (R∞

+ ) and

Iε :=

∫∫
ε−1φ((x− ct)/ε)ψ(x, t) dx dt .
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H=const
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0

1supp D
-

supp D
+

∼ 1/ε

∼ 1/ε
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Left-hand side delta

Right-hand side delta

H is a Heaviside function

Figure 14. Delta shock wave{dsw}
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∼ 1/ε
1/m
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singular shock part
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∼ 1/ε

Right-hand side
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v1

Figure 15. Singular shock wave with mSD-function{dssw}

u0
u1

∼1/ε

∼ −1/ε

∼1/ε

∼ −1/ε

1/(m-1)

1/(m-1)

1/(m-1)
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Figure 16. m′SD-function{dssw2}

Changing the variables (x − ct)/ε 7→ y, t 7→ s, using the Lebesgue
dominated convergence theorem and the properties of the functions
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from A0 gives

Iε =

∫∫
φ(y)ψ(εy + cs, s) dy ds

→
∫ ( ∫

φ(y)dy
)
ψ(cs, s) ds =

∫
ψ(cs, s) ds, as ε→ 0.

{lema2}
Lemma 3. If G is a generalized step function with value (y0, y1) and
D is an Sδ-function with value (α0, α1), then the following hold.

(i) f(G) is a generalized step function with value (f(y0), f(y1)),
where f is a smooth function.

(ii)

G ·D ≈ (y0α0 + y1α1)δ.

Proof. The proof is a straightforward consequence of the definitions.

22.1. Singular shock wave solution. In order to work more easy
with system (40), we shall suppose that he fluxes f1, f2, g1 and g2 are
polynomials depending only on u. Suppose that the maximal degree of
all polynomials in the fluxes equals m. Let

f1(y) =

m∑

i=0

a1,iy
i, f2(y) =

m∑

i=0

a2,iy
i, g1(y) =

m∑

i=0

b1,iy
i, g2(y) =

m∑

i=0

b2,iy
i.

Before the final theorem we shall give examples how the building
blocks for singular shock waves can be constructed.

One can construct mSD and m′SD functions in the following way by
using powers of the model delta nets. Let φ ∈ A0.
(i) Let m be an odd positive integer. Put

d+
ε (y) =

(
1

2
φ

(
y − 4ε

ε

)
− φ

(
y − 6ε

ε

))1/(m−1)

, for y ≥ 0,

d−ε (y) = −d+
ε (−y), for y < 0.

Now β0d
−
ε + β1d

+
ε is a possible represent for an mSD-function with

value (β0, β1).

(ii) Put

d±ε (y) =

(
φ

(
y − (±4ε)

ε

))1/m

.

Then β0d
−
ε +β1d

+
ε is a represent for anmSD-function with value (β0, β1).
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The constructed mSD- and m′SD-functions are compatible with the
Sδ-functions defined in the example after Definition 1.

Theorem 7. Let G(x−ct) and H(x−ct) be generalized step functions
with the speed c and values (u0, u1) and (v0, v1), respectively.

Let

α = c(v1 − v0) − (g1(u1)v1 + g2(u1) − g1(u0)v0 − g2(u0))

= c[H ] − [g1(G)H + g2(G)]

to be Rankine-Hugoniot deficit (defined in [9]).
A singular shock wave solution to (dss1) exists if one of the following

two assertions are true:
(i) There exists a solution (α0, y0) ∈ R

2 to the system

α[f1(G)]α0 + σ[H ]a1,my0 = σ(v1a1,m + a2,m) + αf1(u1)

α[g1(G)]α0 + σ[H ]b1,my0 = σ(v1b1,m + b2,m) + α(g1(u1) − c),

for some σ ∈ R \ {0}. If m is an even number, then σ also has to be
positive and y0 ∈ [0, 1].
(ii) m is an odd number and there exists a solution (α0, y0) ∈ R × R+

to the system

α[f1(G)]α0 + σ(a1,m−1[G] +ma1,m[GH ] +ma2,m[G])y0

=σ(a1,m−1v1 +ma1,mu1v1 +ma2,mu1 + a2,m−1) + αf1(u1)

α[g1(G)]α0 + σ(b1,m−1[G] +mb1,m[GH ] +mb2,m[G])y0

=σ(b1,m−1v1 +mb1,mu1v1 +mb2,mu1 + b2,m−1) + α(g1(u1) − c)

for some σ ∈ R+.
The speed of the singular shock waves is always given by

c =
f1(u1)v1 + f2(u1) − f1(u0)v0 − f2(u0)

u1 − u0
=

[f1(G)H + f2(G)]

[G]

Part 6. Introduction into numerical methods

23. Conservative schemes

As one could see, weak solutions of conservation law systems are not
unique in general and that produces a lot of numerical problems. But
the situation for nonlinear problems could be even worse, as one can
see in the following example.

Example 8. Take Burgers’ equation

ut + uux = 0,
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with the initial data

U0
j =

{
1, j < 0

0, j ≥ 0.

One can take simple scheme for the above equation under the hypoth-
esis Un

j ≥ 0, for every j, n:

Un+1
j = Un

j − k

h
Un

j (Un
j − Un

j−1).

That gives U1
j = U0

j for every j. Thus, Un
j = U0

j for every j, n, and
approximate solution converges to u(x, t) = u0(x), which is not even
solution to the given equation.

Because of this one can use more appropriate procedure. One good
class are so called conservative procedures (schemes).

Definition 20. Numerical procedure is conservative if it can be written
in the following form
(43)

Un+1
j = Un

j − k

h
[F (Un

j−p, U
n
j−p+1, ..., U

n
j+q)−F (Un

j−p−1, U
n
j−p, ..., U

n
j+q−1)].

Function F is called numerical flux function.

In the simplest case, for p = 0 and q = 1, relation (43) is

(44) Un+1
j = Un

j − k

h
[F (Un

j , U
n
j+1) − F (Un

j−1, U
n
j )].

Let Un
j be an average value of u in [xj−1/2, xj+1/2] defined by

un
j =

1

h

xj+1/2∫

xj−1/2

u(x, tn) dx .

Since weak solution u(x, t) satisfies the integral form of conservation
law, we have

xj+1/2∫

xj−1/2

u(x, tn+1) dx =

xj+1/2∫

xj−1/2

u(x, tn) dx

− [

tn+1∫

tn

f(u(xj+1/2, t)) dt−
tn+1∫

tn

f(u(xj−1/2, t)) dt].
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Dividing it by h gives

un+1
j = un

j − 1

h
[

tn+1∫

tn

f(u(xj+1/2, t)) dt−
tn+1∫

tn

f(u(xj−1/2, t)) dt].

One can see that

F (Uj , Uj+1) ∼
1

k

tn+1∫

tn

f(u(xj+1/2, t)) dt .

For the simplicity of notation we shall use

F (Un; j) = F (Un
j−p, U

n
j−p+1, ..., U

n
j+q),

so (43) can be written in the form

(45) {konzlaki}Un+1
j = Un

j − k

h
[F (Un; j) − F (Un, j − 1)].

Definition 21. Numerical procedure (44) is consistent with an original
conservation law if for u(x, t) ≡ u it holds

F (u, u) = f(u),

for every u ∈ R.

For the consistency one finds that F should be Lipschitz continuous
with respect to all its variables.

In general, if F is a function of more than two variables, consistency
condition reads

F (u, u, ..., u) = f(u),

and for Lipschitz condition there has to exist a constant K such that

|F (Uj−p, ..., Uj+q) − f(u)| ≤ K max
−p≤i≤q

|Uj+i − u|,

holds true for all Uj+i close enough to u.
The following theorem is of the crucial importance for numerical

solving of conservation law systems.

Theorem 8 (Lax-Wendorff). Let a sequence of schemes indexed by l =
1, 2, . . . with parameters kl, hl → 0, as l → ∞. Let Ul(x, t) be a numeric
approximation obtained by a consistent and conservative procedure at
l-th scheme. Suppose that Ul → u, as l → ∞. Then, a function u(x, t)
is a weak solution to conservation law system.
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In order to prove that a weak solution u(x, t), obtained by a conser-
vative procedure, satisfy entropy condition, it is enough to prove that
it satisfies so called discrete entropy condition (see [12])

(46) {diskretni uslov}η(Un+1
j ) ≤ η(Un

j ) − k

h
[Ψ(Un; j) − Ψ(Un; j − 1)],

where Ψ is appropriate numerical entropy flux consistent with a entropy
flux ψ in the same sense as F with f is.

24. Godunov method

The basic idea of this procedure is the following: Numerical solu-
tion Un is used for defining piecewise constant function ũn(x, tn) which
equals Un

j in a cell xj−1/2 < x < xj+1/2. Given function is not a con-
stant in tn ≤ t < tn+1. Because of that we use ũn(x, tn) as an initial
data for conservation law, which we analytically solve in order to get
ũn(x, t) for tn ≤ t ≤ tn+1. After that we define the approximate solu-
tion Un+1 at time tn+1 as a mean value of the exact solution at time
tn+1,

(47) Un+1
j =

1

h

xj+1/2∫

xj−1/2

ũn(x, tn+1) dx .

So, we have values for a piecewise constant function ũn+1(x, tn+1) and
procedure continues. One can easily obtain (47) from integral form
of the conservation law. Namely, since ũ is a weak solution of the
conservation law, there holds

xj+1/2∫

xj−1/2

ũn(x, tn+1) dx =

∫ xj+1/2

xj−1/2

ũn(x, tn) dx +

∫ tn+1

tn

f(ũn(xj−1/2, t)) dt

−
tn+1∫

tn

f(ũn(xj+1/2, t)) dt .

(48)

After division of the above expression by h, one uses (47) and the fact
that ũn(x, tn) ≡ Un

j in the interval (xj−1/2, xj+1/2) to transform (48) to

Un+1
j = Un

j − k

h
[F (Un

j , U
n
j+1) − F (Un

j−1, U
n
j )].
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Here, the numerical flux function F is given by

(49) F (Un
j , U

n
j+1) =

1

k

∫ tn+1

tn

f(ũn(xj+1/2, t)) dt .

That proves that Godunov procedure is conservative (it can be written
in the form (44)). Additionally, calculation of integral 49 is very simple,
since ũn in constant in (tn, tn+1) at the point xj+1/2. That follows from
the fact that a solution to Riemann problem is a constant along a
characteristic curve

(x− xj+1/2)/t = const .

Since ũn depends only on Un
j i Un

j+1 along the line x = xj+1/2, ũ
n can

be denoted by u∗(Un
j , U

n
j+1). Then numerical flux (49) becomes

(50) {fluksGodunov}F (Un
j , U

n
j+1) = f(u∗(Un

j , U
n
j+1)),

and Godunov procedure is now given by

Un+1
j = Un

j − k

h
[f(u∗(Un

j , U
n
j+1)) − f(u∗(Un

j−1, U
n
j ))].

Obviously, (50) is consistent with f because

Un
j = Un

j+1 ≡ u

implies
u∗(Un

j , U
n
j+1) = u.

Lipschitz continuity follows from smoothness of f .
But constancy of ũn in interval (tn, tn+1) at the point xj+1/2 depends

on a length of the interval. If a time interval is to long, then interaction
of waves obtained by solving the closest Riemann problems may occur.
Since speeds of these waves are bounded by characteristic values of
the matrix f ′(u) and since sequential discontinuity points (origins of
appropriate Riemann problems) are separated by h, ũn(xj+1/2, t) is
constant in the interval [tn, tn+1] for k small enough. So, in order to
avoid interactions, one introduces the condition

(51) {cfl}
∣∣∣
k

h
λp(U

n
j )

∣∣∣ ≤ 1,

for every λp and Un
j .

Definition 22. The number

CFL = max
j,p

∣∣∣
k

h
λp(U

n
j )

∣∣∣

is called Courant number or CFL (Courant-Friedrichs-Levy) for short.
The condition

CFL ≤ 1
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is called CFL condition.
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