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Abstract

The ever-growing fascination with automatically analyzing and understanding human be-

havior has inspired a profound focus on the evolution of facial expressions and the recog-

nition of corresponding emotions. By harnessing functional statistical learning methods,

we develop a comprehensive methodology that capitalizes on the dynamic properties of

continuity and evolvability inherent in functional data extracted from facial videos, which

possess distinct properties compared to the static facial images predominantly used in

traditional research methods. Our approach employs multivariate function-on-scalar re-

gression models and functional analysis of variance (FANOVA) to effectively separate

shared information from group-specific influences and individual noise through paired

group comparisons, even with limited sample sizes. The identified group patterns convey

significant mean characteristics in grouped units and are further utilized as prior knowl-

edge for multi-classification in a streamlined feature space, generating emotional agree-

ment scores for incoming new samples. Both non-parametric and parametric multi-class

classification methods are employed to assess the predictive capabilities of the multivari-

ates. In summary, we seamlessly integrate the entire pipeline for various stages of training

and testing processes within the domain of explainable automatic emotion recognition,

unveiling compelling results and offering insightful interpretations that may shed new

light on emotions and expressions.
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Introduction

The increasing interest in the automatic analysis and understanding of human behavior

has prompted researchers to concentrate on the development of facial expressions and the

identification of related emotions. Traditional studies often analyze human emotions using

extensive collections of static facial images, overlooking the time-dependent characteristics

of continuity and changeability present in video data with limited sample sizes. Machine

and deep learning techniques have shown great effectiveness in solving these complex prob-

lems; however, they have some drawbacks. The training of these models generally relies

on very large datasets, as machine learning models often require thousands of parameters

to be identified or tuned. Additionally, when using neural networks with multiple layers

for artificial intelligence systems, the resulting models can become "black-box" learning

systems, heavily dependent on the training set and difficult to interpret even for their

designers.

Our approach to human emotion recognition aligns with the concept of Explainable

Artificial Intelligence (XAI). We aim to investigate statistical learning methods that pro-

duce easily interpretable results, can be applied to new datasets, and could potentially

contribute to the development of increasingly realistic virtual humans. Furthermore, our

models should have a small number of parameters, enabling them to be trained even with

limited datasets. This feature is crucial for industrial applications, as a virtual human

acting as a personal assistant, for example, must quickly learn to interpret the emotions

of a new customer during a short interaction period, necessitating the use of minimal data

for training.

1



Introduction 2

Briefly speaking, our objective is to identify underlying emotional patterns for differ-

ent types of emotions and interpret the results in terms of primary facial movements that

humans perform to express specific emotions. We will focus on seven specified emotions:

calm, happy, sad, angry, fearful, disgusted, and surprised, aiming to solve multi-class

classification problems. Our study concentrates on human facial expressions as the pri-

mary signal, excluding variables such as voice, ethnic differences, physical electric signals,

and others. We will examine facial muscle movements independent of the environment,

personal appearances, and background information.

This work addresses three main problems: 1) extracting and registering the expression

evolution process at the same pronunciation speed, 2) detecting and exploring latent facial

expression patterns common to specific human emotions, regardless of the performers, and

3) identifying the primary expressed emotion or quantifying the mixture of emotions from

a given emotional facial video.

To address the practical challenges and achieve our research objectives, we employ

a functional representation of data, treating measurements of facial muscle contractions

collected discretely during a video as realizations of smooth, multivariate functional data.

This approach reduces the dimension and complexity of the problem, representing infinite-

dimensional functions as single data objects, and decreases the number of parameters to

be identified in a statistical learning model while providing easily interpretable results.

When functional data come from different groups, it is reasonable to assume that each

group’s real phenomenon is characterized by a set of distinct underlying mean patterns

describing the group’s common attributes. Functional analysis of variance (FANOVA)

models are appropriate for estimating and comparing functional group means and testing

for significant differences. We are interested in detecting the functional mean patterns

typical for each class (or emotion) and identifying which mean functions differ from others

and when these differences occur. We utilize the point-wise permutation test for this

purpose. Our methodology is first tested on simulated data to assess its effectiveness in

identifying the correct underlying patterns and significant time zones where group-wise
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patterns differ. We then apply the methodology to the RAVDESS dataset, consisting of

videos in which professional actors perform different emotions. The outcome will be a set

of functions describing which facial muscles are typically activated or deactivated and the

order in which they must be engaged to reproduce a specific emotion.

The group-wise patterns are viewed as abstract intra-group insights derived from the

data, representing filtered domain-dependent features specific to each group. This infor-

mation can be utilized both as prior knowledge for emotion classification and to generate

more realistic expressions in virtual characters. We explore the mapping of observed

functions to a common low-dimensional representation space generated by the identified

group-wise patterns across all classes. Subsequently, we leverage the generated scores as

inputs to automatically classify a new set of functional data, gathered under conditions

similar to our training set. We employ both non-parametric consensus voting schemes

and parametric multinomial logistic regression methods for the multi-class classification

task, assessing their predictive and explanatory abilities.

Addressing the two core questions of expression pattern detection and emotion recog-

nition—how human facial expressions convey emotions and how to accurately classify

newly observed facial videos into specific emotional categories—we propose a compre-

hensive model pipeline for training and testing the prediction accuracy of the model.

Moreover, we assess actor performances to identify outliers and examine the effects of

gender on detected emotional patterns. Importantly, the integrated approach proposed

here ensures the model’s applicability across different datasets for pattern detection and

multi-class classification tasks, spanning various applications.

The structure of this thesis is as follows: Chapter 1 provides a brief introduction to the

background knowledge of emotion recognition and expression detection from facial video

data. Chapter 2 presents a general introduction to functional data analysis, covering

its theoretical foundations, practical functional data construction, and functional curve

registration methods. Chapter 3 illustrates our main methodology, which involves model

construction and group-wise pattern detection through multiple multivariate function-
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on-scalar regression. In Chapter 4, we concentrate on generating agreement scores using

group-wise patterns and apply parametric and non-parametric classification methods for

score-based multi-class classification. Chapter 5 brings together the entire pipeline for

various stages of training and testing processes in the realm of automatic emotion recog-

nition, revealing compelling results and providing insightful interpretations that unveil

new perspectives on emotions and expressions.



Chapter 1

Emotion Recognition and Expression

Detection from Facial Video Data

The study of human facial expressions never stops in our daily life while we communicate

with others. Understanding emotions plays a crucial role in effective social communication

among humans, influencing various aspects of life such as learning, innovation, creativity,

motivation, decision-making, perception, and social interaction [21, 44]. While humans

frequently assess the dynamic emotional states of others in daily conversations, interpret-

ing the semantic meaning of human facial expressions and emotions poses a significant

challenge for computers and "virtual humans" interacting with real people. Examples

of relevant situations include machines functioning as functionaries, personal assistants,

information providers, receptionists, or virtual humans for entertainment, video games,

and virtual reality (e.g., in the Metaverse). Consequently, driven by diverse application

needs, studies on the theoretical description and automatic detection of human facial ex-

pressions and emotions are gaining increasing attention in both academic research and

technological development [30, 48, 140].

In collaboration with the Serbian company 3Lateral, which specializes in creating

visual styles and designs for animation movies, this thesis is motivated by the detection

of human emotions from expression evolution extracted from facial videos. We aim to

5



Emotion Recognition and Expression Detection from Facial Video Data 6

explore how to identify emotions by analyzing expressions and, furthermore, how to use

this information to create more realistic and engaging virtual digital characters. Since

human emotion detection serves as the primary motivating case study for developing

mathematical and statistical techniques in this thesis, we dedicate this first chapter to

introducing the context in which we will develop and apply our proposed methodologies

in greater detail.

The structure of this chapter is as follows. First, in Section 1.1, we briefly describe

the related literature in the context of emotion recognition from facial video data. Next,

in Section 1.2, we introduce the concept of facial expressions, how they can be formally

quantified (through action units), and detected in computer graphics using available soft-

ware. Finally, in Section 1.3, we present the main dataset used for our study, RAVDESS,

along with illustrations of its properties and visualizations.

1.1 A Review of Continuous Signal-based Emotion Recog-

nition Approaches from Various Scopes

Emotions Descriptors. Many emotion theorists have claimed that there is a set of

basic emotional categories. The most frequently used categories are Ekman’s six basic

emotions, in which the emotions can be grouped into six different categories: happiness,

sadness, surprise, disgust, anger, and fear [37]. Additional categories such as amusement,

boredom, excitement, and horror are less frequent and more challenging to detect, even

for humans. In this research, we focus on the first six basic categories, plus the category

"calm", in accordance with the dataset under study.

Besides the discrete categorical approach mentioned above, the dimensional approach

offers an alternative to the discrete categorical method, dividing emotions into a 3D contin-

uous space with measured variables of arousal, valence, and dominance [167]. Categorical

emotional states can be mapped into the dimensional space [160], making this approach

more suitable for emotion regression problems. However, we will not delve further into
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the dimensional approach, as it is beyond the scope of our study.

Data Sources. While emotion detection from static images of human faces has been

extensively studied [65, 66, 98], real-time emotion detection from facial videos remains an

open problem. With the proliferation of smartphones and social media, video collections

are rapidly expanding. Besides features on the human face related to facial expressions,

signals on the human body, which respond to external emotional stimuli, can also be

detected in various ways. This increasing availability of continuous data has spurred the

development of modern intelligent systems, such as assistive devices and smart human-

computer interfaces [14, 85]. Examples of relevant signals includ electrodermal activity

(EDA) [44], electroencephalogram (EEG) [84], heart rate (HR) [137], facial electromyo-

graphy (EMG) [116], the opening of the eyelids (EOG) [101] and sweating of the skin

[8].

Classification Methods A standard procedure for video analysis mainly consists

of two steps: video feature extraction and then emotion classification. First, several

visual and audio features (e.g. action units, see Subsection 1.2.1) are extracted from

videos to characterize the video content. Then, a general-purpose classifier is typically

applied to recognize the expressed emotions [160]. Various machine learning methods

have been investigated to model the relationship between video features and discrete

emotional descriptors, including support vector machines [44, 110], Gaussian Mixture

Models (GMMs) [118, 171], random forests [8], multi-layer feed-forward neural networks

(NNs) [161] and hidden Markov models (HMMs) [102, 144].

Recently, deep learning-based models have outperformed traditional machine learning

approaches, eliminating the need for a separate feature extraction phase. Some deep

learning-based models are designed specifically for facial emotion detection tasks. In

[9], the authors proposed using a Stacked Auto Encoder (SAE) to determine the best

combination of muscles for describing a particular emotion, followed by a Softmax layer

for multi-classification. Transfer learning techniques have been developed and applied for

emotion recognition with multichannel data sources [106] and small datasets [115]. More
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deep learning-based methods for emotion recognition from speech and visual information

can be found in [4, 88, 94, 135].

1.2 Expression Detected from Facial Videos

To minimize the influence of individual facial appearance differences when analyzing ex-

pression evolution and corresponding emotions, researchers primarily focus on facial mus-

cle movements. These movements, associated with the contraction or relaxation of specific

facial muscles, can be encoded into action units (AUs) using the Facial Action Coding

System (FACS) [39]. FACS is a widely-accepted standard in computer graphics for sys-

tematically categorizing physical expressions and extracting facial geometric features. As

a result, FACS generates temporal profiles of each facial movement, breaking down AUs

into continuous functions throughout a video [38, 133]. In this context, the AUs extracted

from videos become the objects of study, suitable for any higher-order decision-making

process on facial expression, including basic emotion recognition.

1.2.1 Using Facial Action Coding System to Encode the Facial

Expressions into the Action Units

Facial Action Coding System (FACS) [39] is a system to taxonomize human facial move-

ments by their appearance on the face. It has proven useful for psychologists and ani-

mators alike [40, 86, 133]. FACS encodes facial muscle movements by identifying subtle

changes in facial appearance. Due to subjectivity and time-consuming limitations, FACS

has been developed into an automated computational system that detects faces in videos,

extracts facial movements, and deconstructs facial expressions into specific action units

and their temporal segments [38]. In other words, FACS defines AUs.



Emotion Recognition and Expression Detection from Facial Video Data 9

Figure 1.1: FACS and AUs. FACS: A common standard system to automatically catego-
rize the physical expressions, and then produce temporal profiles of each facial movement.
AU: A quantification of contraction or relaxation of one or more muscles of the face, de-
constructed from facial expressions by FACS under temporal evolution. Credits to [3] and
[2].

1.2.2 Softwares: OpenFace and Live Link Face

OpenFace is the first open-source tool for detecting AUs, introduced in 2016 and based on

the FaceNet algorithm for automatic facial identification [5, 10]. Figure 1.2 [52] presents a

screenshot of OpenFace in action, and the results of three exemplary extracted AUs from

a video displaying the emotion of disgust are illustrated in Figure 1.3. OpenFace is widely

used for facial landmark detection, head pose estimation, facial action unit recognition,

and eye-gaze estimation [89, 153, 170]. Additionally, this tool offers real-time performance

and can operate using a simple webcam without the need for specialized hardware [117].

In accordance with FACS rules, OpenFace can recognize and extract facial action units

from facial images or videos [52, 159]. Figure 1.4 displays the user interface of OpenFace

as it extracts AU values while processing a video frame by frame. We used OpenFace

to extract the evolution of action units for the videos in our dataset. The software can

extract 17 action units from each video, with each function having values ranging from

[0, 5] and sampled in each frame of the video.
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Figure 1.2: An example of the OpenFace procedure. Credits to [52].

Figure 1.3: FACS helps to deconstruct facial expressions into action units.
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Figure 1.4: The input video and the output facial information for OpenFace.

Live Link Face utilizes Apple’s TrueDepth Sensor from the latest iPhones to detect

and 3D-map human face movements using a wire mesh mask via the Live Link Face App1.

This app is an Unreal Engine tool, a 3D computer graphics game engine developed by

Epic Games, which also includes our industrial partner 3Lateral as a member. Live Link

Face can extract and analyze 52 Apple ARKit blend shapes of facial behavior (including

head movement) at 60 frames per second [15]. Blendshapes are a standard approach for

creating expressive facial animations in the digital production industry and are used as

an alternative or complement to action units. The blend shape model is represented as a

linear weighted sum of the target faces, which exemplify user-defined facial expressions or

approximate facial muscle actions. The 52 different blend shapes detected by the app are

automatically activated after Unreal detects incoming data from Live Link Face [53, 111].

Figure 1.5 illustrates an example of the animation generation process via Live Link Face.

Recent Live Link Face applications mainly involve blend shape extraction and avatar

generation. For example, the app can fine-tune an avatar’s face for more accurate digital

human performance in social marketing strategies [111], analyze the facial behavior of

an addressee in videos, and convert those behaviors to virtual characters [15], capture
1https://apps.apple.com/us/app/live-link-face/id1495370836.

https://apps.apple.com/us/app/live-link-face/id1495370836


Emotion Recognition and Expression Detection from Facial Video Data 12

facial movements of speakers to compare the influence of Prosody and Embodiment on

the perceived naturalness of conversational agents’ speech [36], contribute to a real-time

tracking framework for developing and operating digital humans [156], and synchronize

facial animation generation from speech for human-computer interaction [24].

Figure 1.5: An example of the use of Live Link Face procedure to generate virtual
humans. Credits to [1].

Comparison between OpenFace and Live Link Face.

The primary advantages of OpenFace include its open-source nature, development in

Python and Torch, compatibility with most operating systems (particularly Linux and

OSX), and provision of a trained model without requiring specific hardware. OpenFace

allows users to freely replace or alter its methods and parameters and does not necessitate

extensive pre-processing steps for videos [10]. However, as noted in [52], OpenFace requires

high-quality images for optimal efficiency.

Conversely, authors in [36] found that using Apple’s TrueDepth Sensor via Live Link

Face for recording provided better results than purely RGB-video-based solutions like

OpenFace or speech-based facial animation like Oculus Lipsync. Given that the detected
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features (facial blend shapes) in their study were used in the rendering process for gener-

ating virtual characters, the superior performance of 3D mesh-based techniques, such as

those employed in Live Link Face software, is understandable.

In our research, and due to the nature of our dataset (RAVDESS dataset, see Section

1.3), we require software that can scan faces from pre-recorded videos, rather than real-

time capture from live subjects. Additionally, our dataset consists of high-quality videos

with uniform backgrounds, professional actors positioned centrally, and consistent criteria.

Consequently, we focus on the 17 action units detected by OpenFace software and defer

consideration of the 52 blend shapes detected by the Live Link Face app for future studies.

1.3 The RAVDESS Dataset

We base our research on human expression evolution and emotion identification on the

analysis of the open-source RAVDESS dataset (Ryerson Audio-Visual Database of Emo-

tional Speech and Song) [103]. RAVDESS is currently one of the best datasets for study-

ing human emotions through facial videos, as it offers natural dynamic performances in

standardized, high-quality videos with reasonable sample sizes. We can assume the fa-

cial muscle movements in these performances mimic real human actions under the same

emotions.

Figure 1.6: Photograms for some emotions in the RAVDESS dataset: Angry, Disgusted,
Surprised, Calm. Emotion Sad and Fearful are also represented in the dataset, together
with a neutral performance, for comparison studies.

The dataset contains videos of 24 professional actors (12 female, 12 male) enacting
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seven specified emotions: calm, happy, sad, angry, fearful, disgusted, and surprised (pho-

tograms for some emotions are shown in Figure 1.6). Additionally, a neutral performance

is provided for each actor as a reference. The actors speak two predefined lexically-

matched sentences, and for each emotion, two repetitions of the sentence with different

emotional intensities are available. We focus on videos where 12 male actors pronounce the

statement (“Kids are talking by the door”) twice in a neutral North American accent with

normal emotional intensity, using video-only modality and excluding audio information.

We use OpenFace software to extract the engagement degrees of action units from

the selected RAVDESS videos. For one actor, depicted on the left side of Figure 1.3,

we display the curves of AU06 in Figure 1.7a and AU25 in Figure 1.7b under different

emotions. AU25 represents lip movement and is closely related to the pronunciation of the

statement, serving as the reference variate for registration in Chapter 2. Furthermore,

AU06 signifies cheek raiser movement and is identified as an important predictor for

emotion recognition in Chapter 4. Additional plots for other actors can be found in A.2.
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Figure 1.7: Examples of the evolution curves of AU06 and AU25 detected from the
videos of one actor under different emotions.

1.3.1 Comparing RAVDESS to Alternative Facial Video Datasets

In [4], a review of the main datasets used for speech emotion recognition (SER) is pre-

sented. The authors categorize the datasets into three types: simulated, semi-natural, and
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natural speech collections. Among the datasets listed in the paper, only a few contain

visual signals, namely RAVDESS, IEMOCAP [19], and VAM [64].

As previously mentioned, the RAVDESS dataset offers rich variations in samples, in-

cluding actor gender, intensity, number of repetitions, number of represented emotions,

and the availability of a neutral performance for comparison. This is a crucial feature

of RAVDESS, and only a few other datasets can claim to have such characteristics.

RAVDESS is a simulated dataset with pre-designed, distinct emotions. However, the

performed emotions may differ slightly from real situations in daily conversations, poten-

tially leading to overfitting issues.

IEMOCAP [19] is a semi-natural English audiovisual dataset. Compared to simulated

datasets, it has more natural performances but a limited number of sampled emotions due

to the real constraints of less frequent emotions. Additionally, it is not an open-source

dataset and is only available with a license.

VAM [64] is a natural audiovisual dataset based on dialogues from German TV talk

shows. As such, it likely contains the most genuine emotions when compared to the other

datasets. The videos are long and feature multiple emotions, so the sentences are cut and

labeled separately with the corresponding emotions. However, the mixture of continuous

and concurrent emotions in the same video and the dynamic variation in speech may

result in inaccurate modeling. Furthermore, the limited data sources restrict the number

of different emotions found in these videos. There may also be potential copyright and

privacy issues when using this dataset.

The good qualities of the RAVDESS dataset are manifest: the data are evenly dis-

tributed in high frequency and evolve smoothly without rapid jitters. Nevertheless, the

number of videos for each emotion in the dataset, and thus also the number of indepen-

dent longitudinal data, is rather limited, since the action unit curves extracted from the

same video are obviously correlated. Additionally, the number of action units observed in

each video (that is 17) is comparable with the number of available videos for each emo-

tion (that is 24). Therefore our dataset is composed by a small number of multivariate
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longitudinal data of high dimension. This is the main obstacle to applying many classical

time series methods in this study due to possible over-parametrization issues [62] and we

will address this issue further in the next chapter.



Chapter 2

Data Preprocessing: Functional Data

Format and Functional Curve

Registration

In the previous chapter, we discussed action unit curves extracted from facial videos of

actors’ performances in the RAVDESS dataset, which are the focus of this thesis. We have

discussed its positive qualities and the potential over-parametrization issue. Additionally,

instead of predicting future values of our time series, we are interested in examining the

"global shape" of the action unit curves to detect characteristics typical of each emotion

for automatic classification. Functional data analysis (FDA) offers a suitable solution,

as it represents the original discrete data as a set of continuous functions, focusing on

similarities, differences, mean characteristics, and relationships between random functions.

This chapter will cover FDA’s theoretical concepts and the functional data construc-

tion process. Researchers typically use smoothing and interpolation methods to construct

functional data, assuming that the data belongs to a finite-dimensional functional space

spanned by some functional basis. The second step involves registering the functions to

prepare the data for further modeling processes. For our case study, we need to align

the unregistered chronological timeline in the dataset into a common registered internal

17



Data Preprocessing: Functional Data Format and Functional Curve
Registration 18

timeline that follows a consistent pronunciation speed. This allows us to control, identify,

and filter out the influence of speech and pronunciation, so we can study the specific

influence of emotions.

This chapter is structured as follows: Section 2.1 provides a general introduction to

functional data analysis, including a literature review, theoretical settings, and practical

functional data construction. Section 2.2 describes functional curve registration methods

and presents the registration results for the RAVDESS dataset.

2.1 Introduction to Functional Data Analysis

Functional data can represent data collected continuously over time for the same subjects

in various natural, economic, or technological processes [125]. The central concept behind

functional data is to consider point-wise collected data as noisy observations originating

from a smooth random function that describes a real phenomenon [155, 157]. Functional

Data Analysis (FDA) enables the in-depth analysis of properties of such smooth random

functions for exploratory, confirmatory, or predictive data analysis [154] [7].

2.1.1 Literature review on Functional Data Analysis

The influential monograph by Ramsay and Silverman [125] serves as a starting point for

research on statistical methods for random functions. This work described the primary

features of FDA that can be applied to analyze continuous curves and illustrated the

foundational theories of FDA with real case studies. Ferraty and Vieu [45] focused on

functional observations from a non-parametric perspective, while Horváth and Kokoszka

[74] provided an introduction to the Hilbert space approach to Functional Data Analysis

and its associated theory. Additionally, Ullah [154] and Aneiros [7] offered systematic

reviews of FDA applications, covering various fields where FDA has been applied.

Several standard statistical methods have been extended and adapted from classical

point data to functional data to meet practical requirements. Functional data analysis
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has been employed to explore common research problems, such as canonical correlation

analysis [97], cluster analysis [169], discriminant analysis [83], [123], linear and nonlinear

models [20], [43], the one-way ANOVA problem [32], principal component analysis [126],

[16], regression models [12], [25] and variable selection [63].

Statistical methods for multivariate functional data have also been extended from

univariate cases, enabling the simultaneous analysis of more than one function for a sta-

tistical unit. Examples include principal components analysis [13], [26], [68], [17], [47];

cluster analysis [148], [79], [82]; multivariate analysis of variance (MANOVA) approaches

[60]; outlier detection methods [78], [78], [33]; variable selection and dimension reduction

methods [61]; regression problems for multivariate functional data [27], [162], [57], [43],

among others.

2.1.2 Functional Data Theoretical Setting and Functional Prin-

cipal Component Analysis (FPCA)

We first introduce the conceptual setting in building functional data from the noisy ob-

served time points, under the general multivariate and multi-class case. Let Ω be a

probability space and Y be a L2-continuous multivariate stochastic process defined on

Ω, where Y’s realization is a set of D curves, D ≥ 2. Assume that each of these D

curves stands for one scalar function in one dimension defined on a given finite interval

[0, T ], 0 < T < ∞, such that Y(t) = [y1(t), . . . , yD(t)]
⊺, t ∈ [0, T ] (denoted sometimes as

Y = [y1, . . . ,yD]
⊺ for simplicity). We additionally assume to have an independent sample

of Y(t), observed as a set of multivariate curves. The mean function of Y(t) is defined as

E[Y(t)] = µ(t) = (µ1(t), . . . , µD(t))
⊺, t ∈ [0, T ], where µd(t) = E[yd(t)] for d = 1, . . . , D.

The covariance operator of Y is then defined as an integral operator C with kernel

C(t, s) = E[(Y(t)− µ(t))⊗ (Y(s)− µ(s))], ∀t, s ∈ [0, T ],
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where ⊗ is the tensor product on RD. Thus, C(t, s) is a D × D matrix with ele-

ments C(t, s)[m,n] = Cov(Ym(t),Yn(s)),∀m,n = 1, . . . , D. Under the hypothesis of

L2-continuity, C is a Hilbert-Schmidt operator, which, in other words, is compact and

self-adjoint [81].

Meanwhile, the functional extension of principal component analysis (FPCA) [13]

on the covariance operator C provides a countable set of positive eigenvalues {ηj,j≥1}

associated to a countable orthonormal basis of multivariate eigenfunctions {fj,j≥1(t)},

fj(t) = [fj,1(t), . . . , fj,D(t)]
⊺, such that

Cfj(t) = ηjfj(t),

with η1 ≥ η2 ≥ · · · ≥ 0 and ⟨fi(t), fj(t)⟩{L2([0,T ])}D = δi,j with δi,j = 1 if i = j, and δi,j = 0

otherwise. Assume that the principal component score ξj of Y(t) is a zero-mean random

process, obtained as the projection of the centered Y(t) on the jth eigenfunction fj(t),

i.e.,

ξj =

∫ T

0

⟨Y(t)− µ(t), fj(t)⟩dt =
∫ T

0

D∑
d=1

(yd(t)− µd(t))fj,d(t)dt. (2.1)

Therefore, Y(t) varies around the mean function µ(t) with random amplitude varia-

tions in the directions of {fj}j≥1. By applying a Karhunen-Loeve expansion [51] to Y(t),

we obtain

Y(t) = µ(t) +
∑
j≥1

ξjfj(t) and yd(t) = µd(t) +
∑
j≥1

ξjfj,d(t). (2.2)

By substituting the series in (2.4) with the corresponding truncated series, we obtain the

best approximation of the considered process Y(t), under the mean square criterion, in

the finite-dimensional space of functional principal components.
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2.1.3 Functional Data Construction

To reconstruct functional data from discrete data, researchers typically use smoothing

and interpolation methods, assuming that functional data belong to a finite-dimensional

functional space spanned by functional basis functions. This process allows functional

data objects to be constructed from time series data by specifying a set of basis functions

and coefficients defining their linear combination. Non-periodic time series often use

B-spline basis functions, which are continuous piecewise polynomial functions, due to

their computational efficiency and flexibility. An alternative is to use functional principal

components as the basis for functional data reconstruction, which automatically considers

data variability since the basis is generated through the covariance operator.

For the method based on splines, assume that the curve in dth dimension of kth sample

Yk(t) is yd,k(t) and lies in the span of a set of basis functions Θ(t) = (θ1(t), . . . , θq(t), . . . , θQ(t))
⊺

with basis size Q. Then the observed sample in one dimension and in the multivariate

case can be expressed as a linear combination of the elements of Θ(t), with coefficients in

vectors ad,k, d = 1, ..., D and matrix Ak, respectively, such that

yd,k(t) =

Q∑
q=1

ad,k,qθq(t) = a⊺
d,kΘ(t), and Yk(t) = AkΘ(t), with Ak = [a1,k, . . . , ad,k, . . . , aD,k]

⊺.

(2.3)

For the method based on functional principal components, by applying a Karhunen-

Loeve expansion [51] to Yk(t), we can obtain

yd,k(t) = µd(t) +
∑
j≥1

ηj,kfj,d(t) and Yk(t) = µ(t) +
∑
j≥1

ηj,kfj(t). (2.4)

By approximating the series in (2.4) with the corresponding truncated series, we can

obtain the best approximations of the considered process Y(t) in the space of functional

principal components, given the mean and FPC’s functions properly represented by a set

of flexible basis functions such as B-spline in Equation 2.3.

We first use the method based on functional principal components in the registration
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process where FPCA is involved to calculate the warping functions. More details are

in Section 2.2. Then, for the modeling process in Chapter 3, to build the function-on-

scalar regression and estimate the coefficients, we use the method based on B-splines. We

show in Figure 2.1 examples of discrete points and constructed functions of AU25 for the

first actor under different emotions, where the functions captured the main shapes of the

discrete sequences and are smooth as expected. Since the construction method based on

functional principal components basis also relies on a fundamental spline basis, we fixed

a set of B-splines with 20 basis functions based on empirical experiments for both types

of methods in the further study.

Figure 2.1: Examples of discrete points and constructed functions of AU25 for the first
actor under all emotions.

2.2 Functional Curve Registration

Functional data samples are often not provided in a pre-registered form. It is more

common for longitudinal data to be recorded in time frames of varying lengths and sampled

at different time instants. This is the case in our driving study: the videos collected in the

RAVDESS dataset have slightly different durations, and the actors pronounce the sentence
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with slightly different starting times and speeds. These factors contribute to significant

phase variability in the data. As a result, the functional data collected from the videos

require a second preprocessing phase for alignment. The primary goal of this section is to

align observed functions onto a common registered internal timeline by isolating the phase

variability of the functions and preserving the amplitude variability. After functional data

construction and registration, the data will be prepared for the subsequent chapter, where

we identify underlying group-wise mean patterns and significant time zones where they

differ (in our driving case study, groups are identified by different emotions).

This preprocessing phase can be omitted if the data are already registered, such as in

the analysis of financial time series data observed within the same timeframe and at the

same discrete time points.

2.2.1 Literature Review for Functional Registration Methods

When analyzing functional data that are not perfectly aligned, many researchers overlook

the fact that there are two sources of potential variability in functional data: amplitude

variability and phase variability. Phase variation typically manifests as a random change of

time scale, while amplitude variability, separated from phase variability after registration,

contains more statistically significant values for study. Therefore, if functional data are

not aligned, they must be registered prior to any further modeling procedures.

There is a sizable literature on curve registration, mainly in three areas: landmark-

based registration, metric-based registration, and model-based registration. In landmark-

based registration, the performance of the model relies on the ability to select correctly

the facial landmarks with distinguishable characteristics of points on the face in 2D or 3D

space. This type of method focuses on detecting the occurrence of structural features (e.g.

peaks and valleys) [54, 92, 126], and automatically identifying mathematical landmarks

with quantified uncertainty [143]. Metric-based registration formulates an optimality

criterion to estimate amplitude and phase components [127, 142, 158], frequently via a

nonparametric regression method [56, 132]. The choice of the optimality criterion is crucial
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and can drastically influence the registration result [107, 141, 175]. The Fisher–Rao (FR)

metric and the square-root velocity function (SRVF) representation, introduced in [142]

to overcome the computation difficulty of L2 metric by using the Fisher–Rao distance,

has been the basis for several recent approaches to registration [77, 150, 166]. Essentially,

the FR distance between two functions is equivalent to the L2 distance between their

respective SRVF transformations [152]. Further, model-based registration can be viewed

as an extension of metric-based approaches where registration is determined through a

formal statistical model [29, 50, 145].

The model-based registration has an additional advantage that it can be directly

linked to common inferential tasks. A popular approach is to use jointly functional prin-

cipal component analysis (FPCA) when selecting and aligning the templates [93]. As we

introduced in Section 2.1.2, FPCA is good at discovering dominant directions of variation

and reducing feature dimensions in modeling functional observations. Therefore, it is a

natural tool for identifying the features to which data is registered. If data is unregistered

and the phase variability is ignored, the resulting model may fail to capture patterns

presented in the functional data [93]. If the FPCA method is coupled with registration

in regression models, simultaneous estimation of regression and warping parameters can

be achieved in handling phase and amplitude variability [151, 165]. There are many stud-

ies operating under and expanding this framework. First, these methods estimate the

template, and then estimate the warping functions for a given template; these steps are

iterated until convergence [55, 67, 109, 151, 152]. They calculate a mean template and

define an SRVF of the observed curves, similar to the metric-base registration. Since the

SRVF uses the derivative of the observed curve, the data to be registered are required

to be smooth. In contrast, rather than aligning pre-smoothed observed functional data,

the method proposed in [165] registers observed curves using smooth templates based

on the inverse warping functions. The inverse warping functions can be represented us-

ing the B-spline basis with coefficients via a pre-defined design matrix. We follow the
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principal-components-based registration method proposed in [165] 1 due to its efficiency

and registration ability, and illustrate briefly its theory in Section 2.2.2.

2.2.2 Iterative Process via FPCA and Warping Functions Esti-

mation

Let us use Y to represent the L2-continuous multivariate stochastic process under study

and yd,k(t) to denote the evolution of one specific variate d ∈ {1, . . . , D} in sample k ∈

{1, . . . , K}. Here we denote by yd,k(t) the registered version, defined over a common

internal time t, while we denote by yd,k(t
∗
k) the original curve, defined over an individual

chronological and non-registered time t∗k in the sample k. In the case of our motivating

case study of emotion detection, all the action units from the same video are recorded

synchronously through the video’s chronological time domain. Therefore, in order to

detect the common internal time t, we just need to register the curves in one dimension,

that is for one AU, instead of repeating the registration in all dimensions. Since the action

unit AU25, which represents the lips movement, is strongly related to the pronunciation

of the statement, we decided to align the first AU25 into a common internal timeline,

across the videos.

For simplicity, since we are focusing our attention on one specific variate, we omit the

subscript d in our notations and we denote the univariate sample curves of interest as

{yk(t)}k∈{1,...,K}, for the registered version, and {yk(t∗k)}k∈{1,...,K} for the original observed

ones.

During the process of aligning observed functions into a common registered internal

timeline, the crucial point is to isolate the phase variability of the original functions, while

keeping the amplitude phase unchanged in the registered template functions to maintain

the information under interest. Since the phase variation of one function is normally

represented by a random change of time scale, we define the non-linear warping functions
1Codes are available in the R package "registr" [164].
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hk : [0, T ] → [0, T ], k = 1, . . . , K to map the unregistered chronological time t∗k onto

registered internal time t, so that hk(t) = t∗k, h
−1
k (t∗k) = t, with E[hk(t)] = t.

Meanwhile, we register observed curves using smooth templates based on the inverse

warping functions h−1
k (t∗k), rather than aligning pre-smoothed observed functional data

{yk(t∗k)}. The inverse warping functions h−1
k (t∗k) can be represented using the B-spline

basis Θ of basis size Q with coefficients δk via a design matrix Λh ∈ RT×Q, such that

h−1
k (t∗k) = Λh(t

∗
k)δk. (2.5)

Generally speaking, we consider the joint estimation of FPCA and warping functions

in the generative process which iterates between two steps, after giving initial guesses.

The subject-specific mean µk(t) is considered as the template in the registration. More-

over, each yk(t) can be decomposed into a smooth global mean µ0(t), FPCs fj(t) with the

respective eigenvalues ηj > 0, and subject-specific FPC scores ξk,j ∼ N(0, ηj) are treated

as random effects. We have

E[yk(h
−1
k (t∗k))|h−1

k ] = E[yk(t)] = µk(t) = µ0(t) +
∑
j≥1

ξk,jfj(t). (2.6)

Thus, the first step consists in using FPCA to calculate the template and principal

component scores for each sample, conditioned on the current inverse warping function

h−1
k (and implicitly on its parameters δk), which maps the observed curve yk(t

∗
k) to its

template.

We now turn to the second step in our iterative algorithm, in which the inverse warping

function h−1
k is estimated for each subject conditionally on the template. This is done

by maximizing the log-likelihood of the probability function of yk(t∗k), given the current

estimates of the subject-specific mean µk(t). In the Gaussian case, the estimate ĥk(t
∗
k) is

obtained equivalently by maximizing the log-likelihood of the observed data over candidate

warping functions, or by minimizing the usual L2 loss. Therefore, we have
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ĥk(t
∗
k) = argmax

hk

−[l(h−1
k |yk, µk)] = argmin

hk

∫
(yk(h

−1
k (t∗k))− µk(t))

2dt. (2.7)

In practice, estimation through Equation 2.7 is complemented by the constraints hk(0) =

0, hk(1) = 1, and hk(t
∗
k) is an increasing function.

Essentially, the warping function parameters δk in (2.5) are estimated separately for

each subject using a constrained optimization and loop over subjects. The constrained

optimization can be made more efficient with an analytic form of the gradient, as detailed

in [165].

These two steps are alternated until the errors in successive iterations converge. Through

this process, the functions are automatically aligned using nonlinear time warping, and

the obtained registered internal timeline retains only the amplitude information, which

serves as a valuable tool for comparing and classifying functions.

2.2.3 Curve Registration Results for Action Units

The RAVDESS dataset’s videos have different durations, and the actors pronounce the

sentences with varying starting times and speeds. Therefore, we first need to align the

curves by separating and removing phase variability from amplitude variability. As men-

tioned earlier, we align the observed AU25 curves across the videos into a common internal

timeline. In this way, the warping functions estimated by registering AU25 in each video

serve as a template to compress or stretch the time frames of the other AUs accordingly.

After curve alignment, it is possible that one registered time point targets several

different AU values when the original timeline is compressed. In such cases, we perform

linear interpolation, resulting in a "mean" approximation of these values as the single

AU value at the registered time point. Then we can rebuild the dataset, using the com-

monly aligned frames as columns. During this process, many missing values appear in

the dataset, so interpolation is needed again because each video has a different match to
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the registered timeline.
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Figure 2.2: Example of registration of the curves of AU25 for the male actors represent-
ing the emotion angry in the corresponding videos.

Figure 2.2 illustrates the shapes of the curves of AU25, before and after the registra-

tion process for the emotion angry case, as an example (the registration results for all

emotions can be found in Appendix A.3). After registration, the curves concentrate more

closely together while preserving their overall shape. Moreover, the peaks and valleys

across different emotions are aligned onto the same time points, which correspond to the

pronunciation of some open-mouth syllables, enabling point-wise cross-group comparisons

without the influence of time-space mismatch. After registration, all the AUs are repre-

sented by functions sampled in 120 time frames. Approximately, the first and last 20

frames are breaks before and after the speech, respectively, so the variation there does

not influence further analysis. The study then focuses only on the frames between 20 to

100, ensuring that only meaningful information without empty breaks remains.

After completing the pre-processing steps, the functional data gathered from the videos

are smoothed and aligned, making the data ready for formally identifying the underlying

group-wise mean patterns and significant time zones in the next step. We treat the

neutral performance as the control group and the seven emotions (calm, happy, sad,

angry, fearful, disgusted, and surprised) as classification groups (with G = 7). We also

consider the 17 registered AUs as the variates of our multivariate functional dataset (with

D = 17). The group sample mean curves of the AUs are shown in Figure 2.3. To improve
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Figure 2.3: The group sample mean curves of 17 registered AUs (expression evolution
curves) under eight emotions in the RAVDESS dataset. The top row reports the AUs
related to the upper part of the face, while the bottom row reports the AUs related to
the lower part of the face.

visualization, we divide the AUs into two separate groups: one group representing the

upper face movements (AU01: Inner Brow Raiser, AU02: Outer Brow Raiser, AU04: Brow

Lowerer, AU05: Upper Lid Raiser, AU06: Cheek Raiser, AU07: Lid Tightener, AU09:

Nose Wrinkler, AU45: Blink) and another group representing the lower face movements

(AU10: Upper Lip Raiser, AU12: Lip Corner Puller, AU14: Dimpler, AU15: Lip Corner

Depressor, AU17: Chin Raiser, AU20: Lip Stretcher, AU23: Lip Tightener, AU25: Lips

Part, AU26: Jaw Drop).



Chapter 3

Model Construction: Group-wise

Pattern Detection through Multiple

Multivariate Function-on-Scalar

Regression

In cases where functional data originate from distinct groups, it is reasonable to presume

that the authentic phenomena defining each group are characterized by diverse under-

lying mean patterns, which represent shared attributes within the group. Consequently,

employing FANOVA models or, equivalently, function-on-scalar regression models, is ap-

propriate for estimating and comparing the functional means of these groups, as well as

for testing the existence of significant disparities. However, FANOVA tests merely reveal

information concerning the presence of overall significant differences in the groups’ means.

In our driving case study, our objective is to discern which functional mean patterns are

emblematic of each class (or emotion) and, therefore, to determine which mean functions

deviate from the others and the temporal periods at which these differences emerge. With

a reference class corresponding to the neutral emotion, our intention is to juxtapose the

behavior of other classes against this baseline. To achieve this, we set up a technique

30



Model Construction: Group-wise Pattern Detection through Multiple
Multivariate Function-on-Scalar Regression 31

based on point-wise ANOVA and permutation tests to identify time zones where the ob-

served patterns exhibit significant differences. Consequently, we define the group-wise

patterns as the estimated group effect functions, filtered by the time zones in which they

significantly deviate from the control neutral case.

The efficacy of the proposed methodology is initially assessed through simulated data.

Sensitivity analysis regarding the primary parameters is executed by gauging the capacity

to pinpoint the accurate underlying patterns and the precise time periods where the group-

wise patterns exhibit significant variation. Subsequently, we apply the methodology in our

real-world case study, based on the RAVDESS dataset. The evolution of expressions under

various emotions of interest is initially registered as delineated in Chapter 2.2. Following

this, we analyze the mean behaviors of the AUs curves according to the methodology we

propose.

The structure of this chapter goes as follows. Section 3.1 illustrates the construc-

tion process of multiple multivariate function-on-scalar regression models. Section 3.2

expounds on the identification of group-wise typical patterns through permutation tests.

In Section 3.3, we present the findings of the proposed methodology for both simulated

data and the RAVDESS dataset, respectively.

3.1 Multiple Multivariate Function-on-Scalar Regres-

sion

Function-on-scalar regression, a less commonly known term, is one of the three funda-

mental functional regression models applied to numerous situations where observations

manifest as entire curves or functions. Contrasting with function-on-function regression

and scalar-on-function regression, function-on-scalar regression addresses instances where

responses are functions and predictors are scalars. Application areas of function-on-scalar

regression encompass various fields, including human physical activity states [58, 95],

integration of features from wearable technology across multiple physical domains [35],
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genetic analysis related to lung growth [42] or blood pressure and cardiovascular health

[11], brain images such as diffusion tensor imaging data [100, 130, 136, 176], EEG experi-

ments investigating brain activity [173], plant phenotype data on root bending and lunar

effects [168], and fluorescence spectroscopy in a cervical pre-cancer study [178].

In this thesis, we restrict our attention to function-on-scalar regression. Moreover, we

address multiple multivariate function-on-scalar regression, while "multiple" (also "multi-

level", "multi-group", or "multi-class") refers to situations where subjects or samples

are acquired from various groups with distinct labels and "multivariate", on the other

hand, pertains to cases involving multiple covariates (or variables) measured on each

experimental unit. In our driving case study of emotional pattern detection, we regard

the AUs’ evolutions as multivariate functional responses and the multiple labels of the

corresponding video’s emotion as the non-time-varying scalar predictors.

3.1.1 Model Construction

Consider a dataset consisting of registered functional data with known group member-

ships. This dataset serves as the training set to estimate the group-wise effect param-

eter functions of a general multiple multivariate function-on-scalar regression model.

Let yg,d,k(t) represent the evolution of a specific variate d ∈ {1, . . . , D} in sample k ∈

{1, . . . , K} for group g ∈ {0, . . . , G}. We treat g = 0 as the control group, and the evo-

lution curves of this group are compared with those of other groups g̃ ∈ {1, . . . , G} in G

pair comparisons. In the context of emotion recognition, the neutral group (i.e., videos

in which the predefined sentences are pronounced without expressing any emotion) corre-

sponds to g = 0, which serves as the control group and is compared with other emotions

g̃ ∈ {1, . . . , G}.

To investigate the spatio-temporal characteristics of the emotional responses, we con-

struct a semiparametric functional mixed model with a focus on the delineation of group-

wise differences. The proposed model captures the inherent variability within each group

and facilitates the estimation of the temporal evolution patterns for each variate d and
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group g. The evolution yg,d,k(t) can then be decomposed into three components:

yg,d,k(t) = µd,0(t) + αd,g(t) + ϵg,d,k(t), (3.1)

where µd,0(t) is the grand mean function independent of group membership, αd,g(t) repre-

sents the additional effect of group g on the considered variate d, and ϵg,d,k(t) denotes the

unexplained zero-mean variation specific to the k-th sample within group g. To uniquely

identify the functional parameters, we impose the conventional constraint on additional

effects, that is,
G∑

g=0

αd,g(t) = 0,∀t. (3.2)

Analogous to [130], we express Model (3.1) as a linear regression model in a function-

on-scalar format, enabling the application of the common functional least squares method

to estimate the parameters. In this context, individual evolution functions are regressed on

the scalars representing the individual’s constant (non-time-varying) group memberships.

By categorizing the functions originating from the same group, we can define a ((G +

1)K+1)× (G+2) design matrix Zd as described in [125, Section 9.2], with appropriate 0

and 1 entries to describe functions’ group memberships and the functional decomposition

as in Equation (3.1). Therefore, we have

yd(t) = Zdβd(t) + ϵd(t), ∀t, (3.3)

where
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yd(t) =



y0,d,1(t)

...

y0,d,K(t)

y1,d,1(t)

...

y1,d,K(t)

...

yG,d,1(t)

...

yG,d,K(t)

0



,Zd =



1 1 0 0 · · · 0 0

...
...

...
... · · · ...

...

1 1 0 0 · · · 0 0

1 0 1 0 · · · 0 0

...
...

...
... · · · ...

...

1 0 1 0 · · · 0 0

...

1 0 0 0 · · · 0 1

...
...

...
... · · · ...

...

1 0 0 0 · · · 0 1

0 1 1 1 · · · 1 1



, βd(t) =



µd,0(t)

αd,0(t)

αd,1(t)

...

αd,G(t)


=



βd,0(t)

βd,1(t)

βd,2(t)

...

βd,G+1(t)


, ϵd(t) =



ϵ0,d,1(t)

...

ϵ0,d,K(t)

ϵ1,d,1(t)

...

ϵ1,d,K(t)

...

ϵG,d,1(t)

...

ϵG,d,K(t)

0



.

In this form, βd(t) represents the corresponding set of G+2 functional parameters, in-

cluding the mean µd,0(t) and the G+1 additional groups effects {αd,0(t), αd,1(t), . . . , αd,G(t)}.

The term ϵd(t) contains the noise, possessing the same dimension as yd(t). Moreover, the

additional constraint (3.2) on the group-wise effects is implicitly incorporated into the

final line of the model’s matrix form in Equation (3.3). Following the notations and set-

tings above, we can assemble all the D variates in a vector and concurrently solve the

model in Equation (3.4) at once:

Y(t) = Zβ(t) + ϵ(t), (3.4)

where

Y(t) =



y1(t)

...

yd(t)

...

yD(t)


,Z =



Z1

...

Zd

...

ZD



⊺

, β(t) =



β1(t)

...

βd(t)

...

βD(t)


, ϵ(t) =



ϵ1(t)

...

ϵd(t)

...

ϵD(t)


.

3.1.2 Model’s Parameter Estimation in Functional Space

Using the functional basis reconstruction techniques shown in Equation (2.3), we assume

that the observed response functions can be represented as Y(t) = AΘ(t), with known ba-
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sis coefficient matrix A, given a prefixed B-spline basis Θ(t) = [θ1(t), . . . , θq(t), . . . , θQ(t)]
⊺.

Additionally, we assume that the parameter functions can be represented as β(t) = BΘ(t)

with the coefficient matrix B underestimation. In our application, we used a basis

size Q = 20. In more detail, to specify better the entries of the matrices A and B

in Equation (3.4) and to introduce some notations, we first assume that each curve

yg,d,k(t), d ∈ {1, . . . , D} for the k-th video can be expressed as a linear combination

of the basic elements,

yg,d,k(t) =

Q∑
q=1

ag,d,k,qθq(t) = a⊺
g,d,kΘ(t), a⊺

g,d,k = [ag,d,k,1, . . . , ag,d,k,Q].

Then, by combining the coefficients in a matrix form, we have

yg,d(t) = Ag,dΘ(t),Ag,d = [ag,d,1, . . . , ag,d,K ]
⊺ =


ag,d,1,1 . . . ag,d,1,Q,

...
...

...

ag,d,K,1 . . . ag,d,K,Q

 ,

Yg(t) = AgΘ(t),Ag = [Ag,1, . . . ,Ag,d, . . . ,Ag,D]
⊺,

Y = AΘ(t),A = [A1, . . . ,Ag, . . . ,AG]
⊺.

Similarly, the coefficient function β(t) = [β1(t), . . . , βD(t)]
⊺ can be decomposed on the

same functional basis, such that

β(t) = BΘ(t), where B = [B1, . . . ,Bd, . . . ,BD]
⊺,Bd =


b1,d,1 . . . b1,d,Q,

...
...

...

bG,d,1 . . . bG,d,Q

 .

Therefore, to estimate the parameters of Model (3.4) we need to find a matrix B which
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minimizes the functional least squares loss function L(B), given by

min
B

L(B) = min
B

∫
∥AΘ(t)− ZBΘ(t)∥2Fdt,

where ∥ · ∥F is the Frobenius norm, AΘ(t) are the observed response values and ZBΘ(t)

are the estimated ones.

Let Jθθ be the Q × Q matrix of the inner products of each pair of functional bases,

with its (i, j) entry given by
∫
θi(t)θj(t)dt. By solving this optimization problem on

R(G+1)DK×T space, the loss function can be expressed in the following way:

L(B) =

∫
∥AΘ(t)− ZBΘ(t)∥2Fdt

=

∫
∥(A− ZB)Θ(t)∥2Fdt

=

∫
trace[((A− ZB)Θ(t))⊺((A− ZB)Θ(t))]dt

=

∫
trace[Θ(t)⊺(A− ZB)⊺(A− ZB)Θ(t)]dt

= trace[

∫
Θ(t)⊺(A− ZB)⊺(A− ZB)Θ(t)dt]

= trace[(A− ZB)⊺(A− ZB)

∫
Θ(t)⊺Θ(t)dt]

= tr[((A− ZB)J
1
2
θθ)

⊺(A− ZB)J
1
2
θθ

= vec[(A− ZB)J
1
2
θθ]

⊺vec[(A− ZB)J
1
2
θθ]

= ∥vec[(A− ZB)J
1
2
θθ]

⊺∥22

= ∥vec(J
1
2
θθA

⊺)− vec[J
1
2
θθB

⊺Z⊺)∥2

= ∥vec(J
1
2
θθA

⊺)− (Z⊗ J
1
2
θθ)vec(B

⊺)∥2.

Here, ⊗ denotes the Kronecker product between matrices and vec(·) represents the column

vector converted by stacking the columns of a matrix on top of one another. Assume that

Z⊗J
1
2
θθ has full column rank, and then, by minimizing L(B) with respect to B, that is set

to 0 the derivatives of L(B), we can derive the least squares estimator of the coefficient
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matrix B̂ in a vectorized form, as

vec(B̂⊺) = [(Z⊗ J
1
2
θθ)

⊺(Z⊗ J
1
2
θθ)]

−1(Z⊗ J
1
2
θθ)

⊺vec(J
1
2
θθA

⊺).

The estimated coefficients are then used to construct the parameter functions. In

the following, we denote the estimated common means across groups and the group-wise

effects, obtained through the above procedure, as µ̂d,0(t) and α̂d,g(t),∀d ∈ {1, . . . , D} and

g ∈ {0, . . . , G}.

3.2 Group-wise Patterns Identification via FANOVA

and Contrasts

Once the functional parameters are estimated, we can perform statistical inference and

model validation by analyzing the estimated group effects and their uncertainty. To assess

the statistical significance of the differences between the mean curves of the control group

and the other groups, we first introduce a series of hypothesis tests has been proposed in

the literature in Subsection 3.2.1.

Furthermore, the test statistic for examining the equality of the group means is con-

sidered using the division of pointwise between-subject variations and within-subject vari-

ations under corresponding degrees of freedom. Then it is compared to the critical value,

a prefixed quantile of the permutation-based distribution of the test statistic under the

null hypothesis, to determine whether to reject the null hypothesis at every time point.

By employing this non-parametric, permutation-based approach, we can more accurately

identify the specific time intervals where the emotional patterns differ significantly and

the patterns which characterize each group in Subsection 3.2.2. This information is es-

sential for the development of automatic recognition or classification and contributes to

a deeper understanding of the underlying emotional dynamics in facial expressions.
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3.2.1 Previous Studies on Equality Tests for Mean Curves

The one-way analysis of variance (ANOVA), a widely employed method for group com-

parisons, facilitates the comparison of the means of k populations [6, 41]. Originating

from the study of correlation coefficients among groups or variables [46], ANOVA has

evolved into a generalized method for comparing means of normal random vectors [80]

and has been regarded as a special case of linear regression with deterministic covariates

[112]. Functional ANOVA (FANOVA) extends ANOVA’s capabilities by enabling the

examination of random functions over time, highlighting the intrinsic differences among

these functions [31, 172]. In the realm of functional data, FANOVA has been exten-

sively explored for comparing the mean functions of two or more groups of functional

samples. Horváth assessed the equality of operators defining linear functional models

using proposed test statistics on magnetometer data [75] and compared the means of two

temporally dependent populations in a fully functional manner [76]. Górecki [59] consid-

ered a comprehensive numerical comparison of various methods, while the textbook [172]

provided a thorough review of FANOVA problems. FANOVA tests have found practical

applications in diverse fields such as profile monitoring of signals in process control [122],

chemometrics [146], economics [128], and environmental studies [108].

To delve deeper into the analysis of group-wise patterns, we draw particular attention

to the pointwise F-test, which inspired our work. Based on the functional analysis of

variance (FANOVA), a commonly employed approach for hypothesis testing in functional

data analysis is the functional F-test [130]. Proposed by Ramsay and Silverman [129],

this test seamlessly extends the classical F-test to functional data analysis. The test

statistic for the group means-testing problem (H0 : µ1(t) = · · · = µk(t)) is defined as

Fn(t) =
SSRn(t)/(k−1)
SSEn(t)/(n−k)

, t ∈ T, where SSRn(t) and SSEn(t) represent the pointwise between-

subject and within-subject variations, respectively, k denotes the number of groups, and

n signifies the total number of observations.

Various global tests, such as the GPF test [174], offer a less computationally intensive
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globalized version of the pointwise F-test, and the global Tn and Tmax tests for mul-

tivariate functional data [124], derived from the pointwise Hotelling T 2-test, have been

introduced. These global tests circumvent the multiple comparison problems that arises

when pointwise F-test statistics are significant for all t ∈ T at a given significance level,

but the one-way ANOVA problem is not overall significant at the same significance level.

The primary objective of global tests is to determine if the functional means of the

compared groups differ, without delving into the specifics of where and how significant

these differences are. To identify the location and magnitude of these differences, Pini

and Vantini [120–122] proposed interval-wise testing for functional data. This approach

relaxes the need to analyse together the entire temporal range of the data in the global

test, and introduces adjusted and unadjusted p-value functions to select time domain por-

tions where the two means exhibit significant differences. Catering to various functional

hypotheses, they perform the test on each possible set of consecutive basis coefficients

and calculate the corresponding adjusted/unadjusted p-values for each basis component.

In the case of data embedded in L2(T )∩C0(T ), the point-wise p-value coincides with the

p-value of the permutation test based on the test statistic for all t ∈ T . In our motivating

case study, the Action Unit (AU) data is continuous after the smoothing pre-processing

step. Our point-wise testing can be considered a narrowed-down version of interval-wise

testing, where the interval length is fixed to a one-time unit, and the number of intervals

equals the number of frames in our data. Interval-wise testing could be a valuable exten-

sion to our selection strategy for detecting longer time zones in which differences between

groups on single time points are not crucial, and do not need to be detected. However,

this approach, in spite of being valuable in many applications, presents a trade-off when

applied to our main case study of emotion recognition. While it can identify more stable

and continuous time zones, it may overlook micro-expressions that happen suddenly and

last for a very short duration (less than one second), occasionally going unnoticed even by

humans, but which are quite relevant to identify an emotion. If point-wise testing reveals

a significant difference between a neutral state and an emotion in a single time unit rather
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than in a continuous interval, it could indicate the presence of a micro-expression. With

interval-wise testing, such micro-expressions might be missed as other points within the

interval could reduce the overall significance. For this reason we choose to develop our

analyses using a pointwise test in time.

Given the restrictive assumptions of functional ANOVA tests concerning data distribu-

tion, it is suggested to pursue non-parametric techniques that require fewer assumptions

about the data. In [129], the authors employed a non-parametric approach, a permutation-

based method, to approximate the distribution of test statistics under the null hypothesis,

thus allowing for a more flexible assessment of the differences between functional means.

This approach is particularly advantageous when dealing with complex, multivariate func-

tional data, as it does not rely on stringent assumptions about the data’s distribution.

The permutation test is literally a resampling method, calculating all possible values of

the test statistic when the original observed data are permuted in paired groups [99, 134].

3.2.2 Group-wise Effect Tests and Significant Time Zone Detec-

tion via FANOVA and Permutation Tests

After constructing the function-on-scalar regression model and estimating the associated

functional parameters, our objective is to examine whether and at what time points the

group labels significantly influence the functional mean of the data. In our emotion

detection application, our primary interest lies in determining which groups significantly

deviate from the control one (representing a neutral emotional state in our case study),

and the time frames in which the means differ significantly. To achieve this, contrasts are

employed to compare the means of pairs of groups, defined as linear combinations of the

regression coefficients with terms totaling zero.

For each variate d ∈ {1, . . . , D} and group g ∈ {0, . . . , G}, assume that the k-th sample

curve yd,g,k(t) at a fixed time t follows a N(µd,g(t), σ
2
d(t)), k ∈ {1, . . . , K} distribution,

with group mean µd,g(t) and variance σ2
d(t), which are assumed to be constant across
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groups and samples for the same variate. Consequently, the subgroup sample mean is

Y d,g,·(t) =
1
K

K∑
k=1

yd,g,k(t) ∼ N(µd,g(t),
σ2
d(t)

K
). Our goal is to construct a test for each pair

of groups under comparison, namely between a control group g = 0 (whose data, in our

setting, are occupying the first rows of yd(t) in Model (3.3) ) and another group under

study g = g̃ for one variate d. In the i-th test (i ∈ {1, . . . , DG}) we design a vector

a = [0, . . . , 0, 1, 0, . . . , 0,−1, 0, . . . , 0] of length D(G+ 2) (with the same length of β(t) in

last section) with the entries ad(G+2)+2 = 1, ad(G+2)+2+g̃ = −1, and 0 in the remaining

entries. As a result, the sum of weights in a equals zero. Denoting the vector of subgroup

means µd,g(t) for all d ∈ {1, . . . , D} and g ∈ {0, . . . , G} as µ(t), we can define the contrast

in the i-th test as c = a⊺µ(t) = αd,0(t)−αd,g̃(t) = (αd,0(t) + µd,0)− (αd,g̃(t) + µd,0). Thus,

the difference in the subgroup sample means Y d,0,·(t) − Y d,g̃,·(t) serves as an unbiased

estimator of the contrast c. In this context, we can define DG distinct tests, in which the

null hypothesis at each time point t for the control group and the group under study g̃,

for the variate d, is

H0 : a
⊺µ(t) = 0,

or, equivalently,

H0 : αd,0(t)− αd,g̃(t) = 0,

and the related F statistics under the null hypothesis is [22]

Fd,g̃(t) =
(Y d,0,·(t)− Y d,g̃,·(t))

2

2
K
S2
p(t)

,

where S2
p(t) = 1

N−DG

G∑
g=1

D∑
d=1

K∑
k=1

(yd,g,k(t) − yd,g,·(t))
2 is the total sample variance at time

t, and N = GDK is the total sample size. Under our assumptions of gaussianity for the

functional data yd,g,k(t) and the additional assumptions regarding the variance, under the

null hypothesis, for any given t ∈ T , Fd,g̃(t) follows an F -distribution with 1 and N −DG

degrees of freedom, denoted as F1,N−DG.

The statistic Fd,g̃(t) should be compared with the critical value, or (1 − α)-quantile,
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c1−α of an F1,N−DG distribution, for any predetermined significance level α. Thus, as

usual, we reject the null hypothesis when Fd,g̃(t) > c1−α. Now we define T ∗ = {t ∈

R+|Fd,g̃(t) > c1−α}, which represents the set of time intervals in which we observed a

significant difference in the mean behavior of group g̃ from the control group, at level

α. We then exploit T ∗ to define the typical mean patterns characterizing each group as

α̃d,g(t), where α̃d,g(t) = α̂d,g(t) when t ∈ T ∗ and α̃d,g(t) = 0 when t /∈ T ∗. Therefore,

in our setting, the functions α̃d,g(t) reflect the mean behavior that new functional data

must exhibit, in the identified specific time intervals T ∗, to belong to group g̃ and to be

distinguished from the control group.

In fact, since the distribution of the Fd,g̃(t) statistics is a Fisher F only under some

quite restrictive assumptions such as data normality and constant variance, as previously

mentioned, we applied a nonparametric permutation test to recover the critical values.

The permutation test is not based on any particular assumption on the distribution of the

data, apart from their exchangeability or permutation invariance under the null hypothesis

[90]. It aims to approximate the distribution of the reference statistics under H0. One

permutation is obtained by reshuffling the labels of the samples of the two groups under

comparison. Then the F statistic Fd,g̃(t) is computed on each permuted sample, and by

repeating the procedure n times, the sample distribution of the F statistics under H0

is recovered [28]. The decision rule does not change: given the quantile c1−α,n of the

permutation distribution, the null hypothesis is rejected when Fd,g̃(t) > c1−α,n.

Note that the typical group-wise mean patterns α̃d,g(t) can be easily interpreted in the

context of the particular problem under study. For example, in the case of our motivating

case study, positive (or, respectively, negative) values assumed by α̃d,g(t) over large time

intervals mean that the action unit d is strongly activated (respectively, deactivated) for a

long time while expressing emotion g; successive positive values of α̃d1,g(t) and α̃d2,g(t) on

different time intervals reveal that to express emotion g, one need first to activate action

unit d1 and then action unit d2; when α̃d′,g(t) is almost always close to 0, it means that the

action unit d′ is not relevant in recognizing emotion g, and so on. Thus, the methodology
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proposed here to extract the typical group patterns reflects our original aim to establish

an interpretable statistical learning procedure.

3.3 Numerical Results on Simulated and Real Data

In this section, we present the evaluation of our proposed methodology on both simulated

and real data. Our objective is to assess the method’s capacity to accurately discern the

underlying patterns and significant time zones in which the group-wise patterns exhibit

considerable differences. Additionally, we investigate the method’s capabilities and lim-

itations under varying parameter configurations, such as the noise level in the data, the

sample size, and the chosen significance level of the quantile employed in the permutation

test. Note that the quantile in the permutation tests plays a pivotal role in addressing

the "multiple testing" problem, as the values of functional data at distinct and close time

instants are inherently correlated, rendering our tests non-independent. This may result

in a modification of the overall significance of the permutation tests, necessitating the

determination of an ’optimal’ value for the chosen significance level, at least empirically.

Subsequently, we apply our method to the primary case study of emotional pattern detec-

tion. The identified patterns can provide valuable insights into typical facial movements,

i.e., the expressions, associated with each emotion, and facilitate an automatic classifica-

tion of emotions expressed by a human face. It is worth mentioning that, in spite of the

specific motivating case study here considered, the proposed methodology and the related

software can be readily applied to a diverse range of similar situations across various fields

of application.

3.3.1 Evaluation of Model Efficiency on Simulated Data

To explore the accuracy and efficiency of our proposed methodology, we generate synthetic

functional data, partitioned into eight groups, analogous to our primary case study, and

structured according to Model (3.1). Furthermore, we manipulate the model parameters
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to conduct a sensitivity analysis of our methodology. The workflow of the employed

strategy is depicted in Figure 3.1.

Figure 3.1: Simulation workflow in order to assess the accuracy and computational
efficiency of the proposed methods.

Simulation settings. We simulate a dataset of 3-variate functional data divided

into eight groups (thus, in our setting, D = 3, G = 7 and the group with index g = 0

serves as the control group, corresponding to the neutral expression in our motivating case

study). The ground mean and additive effects for each group’s functions are generated

by combining a set of sine, cosine, and log curves with randomly-selected coefficients

and cutoff points, using a fixed seed. The support for these functions ranges from 20

to 100, mirroring the action unit curves’ settings in the primary case study. Figure 3.2

illustrates the main mean characteristics of our simulated patterns. The dark yellow curve

represents the ground mean of each variate µd,0(t), the green curve denotes the additive

effect attributable to the group αd,g(t), which differs from zero exclusively in specific

time zones, and the red curves signify the resulting mean group behavior E(yg,d,k(t)) =

µd,0(t) + αd,g(t).

Eventually, to generate our data, a random Gaussian noise with zero mean is added to

each mean function E(yg,d,k(t)). The parameters under study include the standard devia-

tion of the Gaussian noise (spanning in the discrete set {0.05, 0.5, 1, 1.5, 2, 2.5, 3, 3.5, 4, 4.5, 5, 10});

the simulated sample size of each group (ranging in the set {24, 50, 76, 100}, with 24 being

the total number of data available in each group in our reference case study); and the

quantile level considered in the permutation test to determine the critical value (varying
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(a) Variate 1.
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(b) Variate 2.
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(c) Variate 3.

Figure 3.2: The group-wise typical mean functions of three variates in simulated data,
composed as the sum of one common functional mean and group-wise effects. The dark
yellow curve represents the ground mean of each variate µd,0(t), the green curve denotes
the additive effect attributable to the group αd,g(t), which differs from zero exclusively
in specific time zones, and the red curves signify the resulting mean group behavior
E(yg,d,k(t)) = µd,0(t) + αd,g(t)



Model Construction: Group-wise Pattern Detection through Multiple
Multivariate Function-on-Scalar Regression 46

among {0.85, 0.875, 0.9, 0.925, 0.95, 0.975, 0.99, 0.999}). As in each permutation, we need

to reshuffle the labels of the samples of the two groups under comparison, we set the

number of permutations to 1000 to make sure the permutation is thorough enough to

support further analysis.
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(a) The means of the original simulated data
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(b) Estimation results based on permutation test with the standard deviation of data set as
0.05.

group 1 group 2 group 3 group 4 group 5 group 6 group 7

20 40 60 80 100 20 40 60 80 100 20 40 60 80 100 20 40 60 80 100 20 40 60 80 100 20 40 60 80 100 20 40 60 80 100

−2.5

0.0

2.5

5.0

7.5

FrameF
un

ct
io

ns
 o

f S
im

ul
at

ed
 V

ar
ia

te
 1

Function Types Control Group Group Under Study Group−wise Pattern

(c) Estimation results based on permutation test with the standard deviation of data set as 2.

Figure 3.3: The results of the estimation of the functional mean and of the group-
wise mean effects through the permutation test, using a sample size of 24 and a quantile
q = 1 − α = 90%. The results for variate 1 only, as an example, and for two different
noise levels are reported.

Results of FANOVA test methods. After generating the simulated data, we desig-

nate the first group with index g = 0 as the control group. This group serves as a reference,

and we compare the other groups to it in a sequential manner. We apply the functional

model introduced in the previous sections and estimate the functional parameters, which
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include the common mean and the additional group-effect functions. Subsequently, we

perform the permutation tests to identify the time zones where the typical group-wise

pattern functions exhibit significant differences from the control group. The results for

the first variate at different noise levels are presented in Figure 3.3. Additional results for

the other two variates can be found in Appendix A.4.

From the results, we can observe that the permutation method is capable of detect-

ing the major properties of the patterns even when larger noise levels are present, de-

spite losing the smoothness due to noise interference. Essentially, our permutation-based

FANOVA method effectively identifies the correct underlying patterns and pinpoints the

time zones where the group means significantly differ.

Sensitivity analysis results for key parameters. In evaluate the performance of

our proposed method under different values of primary parameters (i.e., Gaussian noise

level, sample size, and quantile of the permutation test), we defined three indices: pat-

tern dissimilarity, significant time zone matching rate and multi-classification correctness.

Specifically, pattern dissimilarity PD is computed as the point-wise Euclidean distance be-

tween the simulated and estimated means:

PD =
G∑

g=1

∫ T

0

||αg(t)− α̂g(t)||2dt

where αg(t) = [α1,g(t), . . . , αD,g(t)]
⊺, and similarly α̂g(t) = [α̂1,g(t), . . . , α̂D,g(t)]

⊺. Figure

3.4a displays the values of PD independent of parameter values.

The significant time zone matching rate Stime quantifies the accuracy of detecting time

zones, where the group-wise typical patterns significantly differ, are correctly detected.

Using sign(·) to denote the sign of a function, and ν to denote the 1-dimensional Lebesgue

measure, we obtain

Stime =
G∑

g=1

ν{t ∈ [0, T ] | sign(αg(t)) = sign(α̂g(t)),αg(t) ̸= 0, α̂g(t) ̸= 0}
ν{t ∈ [0, T ] | αg(t) ̸= 0}
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Therefore Stime represents the total proportion of time in which the estimated and true

group patterns share the same sign and are not null. Figure 3.4b illustrates the variability

of Stime with respect to the main parameters.

Eventually, we performed automatic multi-class classifications of the simulated dataset,

utilizing a standard multinomial logistic regression approach based on "agreement scores"

between the simulated data and identified group-specific patterns (see Chapter 4 for fur-

ther details). The multi-classification correctness index shows the proportion of accurately

classified samples for all three variates in a test set. Figure 3.4c presents the results of

multi-classification correctness.

The findings reveal that, larger sample sizes enhance the detection of groups’ typical

pattern functions, particularly when noise levels are high. Nevertheless, with samples

larger than 50 units, only minor improvements are observed, indicating that relatively

small sample sizes already enable accurate pattern detection. The selection of a high

quantile in the permutation test generally reduces the detection accuracy of both the mean

typical pattern shape and the time zones of significant group-wise difference. Classification

correctness mostly decreases when the quantile increases, although some deviations from

this trend apear for small samples. Therefore, for small samples, specific choices regarding

the permutation quantile must be made to optimize classification results.

Focusing specifically on the case with a sample size of 24 for each group and a standard

deviation of the Gaussian noise equal to 10, which closely resembles our driving case study,

the highest multi-classification correctness rate remains around 80% when the quantiles

are 0.9 and 0.875. This rate is acceptable considering it is a 7-group classification problem.

As a result, in the following section, we choose a quantile of 0.9 for the permutation tests in

the analysis of our motivating case study, since it provides better performance in pattern

detection while maintaining the highest multi-classification correctness rate.
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(a) Pattern Dissimilarities.
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(b) Significant Time Zone Matching Rate.
24 50 76 100

0.0 2.5 5.0 7.5 10.0 0.0 2.5 5.0 7.5 10.0 0.0 2.5 5.0 7.5 10.0 0.0 2.5 5.0 7.5 10.0

60

70

80

90

100

Standard Deviation

M
ul

ti−
C

la
ss

ifi
ca

tio
n 

C
or

re
ct

ne
ss Quantiles

0.85

0.875

0.9

0.925

0.95

0.975

0.99

0.999

(c) Multi-Classification Correctness.

Figure 3.4: Variability of the three quality indices with different parameters in the
simulated data: standard deviation of the Gaussian noise, quantile level used in the
permutation tests and sample size. The sample size is reported on the top of each picture.
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3.3.2 Applications to Emotional Pattern Detection

The proposed methodology is primarily motivated and designed to detect human emotions

from expression evolutions extracted from facial videos. Our analysis is grounded on the

representative and open-sourced RAVDESS dataset, as described in Section 1.3. This

dataset comprises seven different emotion types plus a neutral case, as represented in

videos. We employ action units (AU), continuous functions that encode specific facial

muscle contractions. Our data possess a multivariate functional format, as multiple AUs

evolve simultaneously and interdependently within a single video. The ultimate objective

of this chapter is to identify the typical patterns characterizing expression evolution under

various emotions of interest and to use this information as prior knowledge for better

detecting latent emotions in unlabelled videos.

Results of functional modeling and FANOVA tests. Similarly to the study on

simulations, after the registration, we canconstruct the FANOVA model and estimate the

common mean functions and the additional group-wise typical mean patterns. Hereby,

the common mean can encapsulate pronunciation and performance information, while

the group-wise patterns are associated with specific emotional effects. Each AU is sig-

nificantly activated or deactivated within particular time periods. Figure 3.5 shows the

mean functions and detected group-wise patterns for the emotion angry and all action

units. Additional plots for all emotions can be found in Appendix A.4.

A comparison of the detected overall common mean in the first column of Figure 3.5

with the sample mean curves for the neutral case in the first column of Figure 2.3 reveals

a remarkably similar behavior, in particular for AU25 and AU26, which are related to the

mouth in the lower part of the face. This observation confirms that the estimated overall

means µd,0(t) represent the information related to the pronunciation of the sentence, which

should be filtered out during the emotion recognition phase. Meanwhile, the detected

mean group-wise patterns exhibit periods of strengthening and inhibition, corresponding

to positive and negative curves in Figure 3.5, independence of each emotion. Therefore,
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each AU’s behavior is often unique under different emotion groups.

Examining our results more closely, Figure 3.6 illustrates the outcomes for AU06

(Cheek Raiser). Additional results for the other action units can be found in Appendix

A.4. Figure 3.6a presents the estimated mean pattern for AU06 µ̂d,0(t) (in blue), compared

with the typical emotional patterns µ̂d,0(t) + α̂d,g(t) (in red), and the specific group-wise

patterns (kernels) α̂d,g(t) (in green). Figure 3.6b displays the observed F-statistics curves

(in red) alongside the point-wise 0.9 quantile (in blue) of the permutation distribution.

The time intervals where the red curve exceeds the quantile arethe periods in which the

patterns of the emotions significantly differ from the neutral case. We observe that the

detected patterns of AU06 are distinct for different emotions, and their activation degrees

are relatively high, indicating that AU06 is a crucial component for emotion detection.
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Figure 3.5: Mean and group-wise patterns detected for each emotion and action unit.
The top row reports the patterns related to the upper part of the face, while the bottom
row reports the patterns related to the lower part of the face.

Upon closer inspection of the results for one variate across all classes, Figure 3.7 depicts

all variates for one class (emotion angry) in a heatmap version, while the results for other

classes (emotions) can be found in Appendix A.4. The x-axis in the heatmap represents the

range of frames (the time zone) of the facial video under investigation. As also portrayed

in the column of emotion angry in Figure 3.5, many AUs oscillate between strengthening

and inhibition with small amplitudes. AU25 (Lips part) is positively activated, possibly

due to the stress of tones when people become angry, while AU12 (Lip Corner Puller) is
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(a) Group-wise patterns estimated via group comparisons.
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(b) FANOVA test results of observed and permutated statistics.

Figure 3.6: The Group-wise patterns of AU06 (Cheek Raiser) under neutral and seven
emotions, together with the corresponding FANOVA test statistics. We present the es-
timated mean pattern for AU06 µ̂d,0(t) (in blue), compared with the typical emotional
patterns µ̂d,0(t)+ α̂d,g(t) (in red), and the specific group-wise patterns (kernels) α̂d,g(t) (in
green)

negatively activated as an angry person usually pushes down the lip corners.
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Figure 3.7: Heatmap of group-wise patterns detected for emotion angry.

For other emotions, Table 3.1 summarizes the significant deviation from the neutrality

of all the action units. The two effects of strengthening or inhibition are further char-
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acterized according to the different durations of the effect, labeled as short (S), medium

(M), and long (L), as illustrated in the column titles in Table 3.1. We define an acti-

vation/deactivation for a set of consecutive time instants as a short-period (S) when it

lasts less than 20% of the time range; a medium-period (M) when it lasts between 20%

and 80% of the time range; a long-period (L) when it lasts more than 80% of the time

range. Similar to the example of the emotion angry, we found that for emotions happy

and disgust, many action units exhibit a strengthening effect over a large time range.

Emotion sad sometimes induces a stronger inhibition of action units than in the neutral

case. Emotion fearful has a more significant impact on the upper half of the face (brows,

eyelids, and nose), while emotion calm is more related to the center of the face (Cheek

Raiser, Lid Tightener, and Lip Corner Puller). Emotion surprised is the only emotion

where AU45 is significantly influenced.

Table 3.1: Emotions and their corresponding influences on the action units

Emotions Selected Action Units
Strengthened(S) Inhibited(S) Strengthened(M) Inhibited(M) Strengthened(L) Inhibited(L)

Calm 02,05,26,45 09,15,17,20 01 10, 14,23 12 06,07
Happy 01,02,05,20,26 02,05,09,15,23 17,23 25 06,07,10,12,14
Sad 05,20,25 02,05,09,12,14,15,17,20,23,25,26 06,10,25 04 07

Angry 01,04,06,07,09,14,15,17,25,26 01,02,23,26 04,09,10,20,23 06,07,10,12,14
Fearful 05,09,15,17,23 02,06,10,12,14,15,17,20 04,07,09,23,25,26
Disgust 02,05,15 02 ,05,12,25 09,12,17,20,23 26 04 ,06, 07,10,14

Surprised 02, 09,17,20 09,14,15,20,23,45 04,23 06,10,12,25,26 07
Short-period (S): happened less than 20% of time range; Medium-period (M): happened 20% ∼ 80% of time range; Long-period (L): happened more than 80% of time range.



Chapter 4

Agreement Scores Generation via

Group-wise Patterns and Score-based

Multi-class Classification

Statistical modeling predominantly serves as a powerful instrument for delineating data

structures, elucidating causal relationships, and facilitating empirical predictions. In the

preceding chapter, we established a methodology to characterize the mean behavior of

a collection of multivariate curves and identify the prototypical patterns within distinct

groups. These group-wise patterns represent abstract inter-group insights, derived from

data and filtered through domain-dependent features specific to each group. The compre-

hensive framework of group-wise functional data analysis is furthered by addressing the

third task, multi-classification, which involves classification problems with more than two

classes. Given a set of new functional data sharing similar structures with our training

set, our objective is to automatically categorize this set of curves into a target group by

analyzing the information gleaned from the identified mean group-wise patterns. We em-

ploy and compare various methods to accomplish the multi-classification task and assess

their predictive capabilities. In the context of our driving case study, the classification

component targets automatic emotion recognition.

54
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Figure 4.1: Flowchart Illustrating Agreement Scores Generation via Group-wise Pat-
terns and Score-based Multi-class Classification.

The structure of this chapter is described below and is also illustrated in the flowchart

shown in Figure 4.1. In Section 4.1, we describe the process of generating agreement scores

based on group patterns, which serve as the extracted domain knowledge. Subsequently,

we explore an ensemble strategy utilizing a consensus voting framework in Section 4.2,

where each variate casts a vote for the class(es) with the highest score(s), and the final

decision is reached through the consensus of all variates by identifying the class(es) with

the majority of votes. In Section 4.3, we treat the entries of the vectorized score matrix as

predictors in regular multinomial logistic regression; we also introduce the corresponding

sparse version by employing LASSO penalized learning and illustrate the outcomes at the

end about the relevant features of each group.

4.1 Agreement Scores Based on Group-wise Patterns

as Domain Knowledge

The process of generating a vector or other low-dimensional representations of data in

machine learning is known as embedding. An effective embedding ideally captures the

semantics of the input, positioning semantically similar inputs in close proximity within

the embedding space [73, 119]. In this context, our objective is to utilize the filtered
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domain-dependent group-wise patterns to transform the information contained within an

observed function into a compact representative vector in the embedding space.

4.1.1 The Concept of Agreement Scores

To achieve an effective embedding, we propose to map the observed functions to a repre-

sentation space, constructed on the basis of the degrees of similarity between a sample and

the identified group-wise patterns. We define the resulting representative vector as the

set of group agreement scores that express the similarity between the observed function

and the group patterns. The group patterns provide insights into the typical group-wise

behavior or shape of the functional data. Therefore, using the group-wise patterns as

anchors, we can measure the similarity degrees of observed functions (function-to-group

distances) across all groups. The agreement scores serve as semantically interpretable

products resulting from the embedding technique. By positioning inputs that share se-

mantic similarities closer together in the embedding space, the projection of functions

(agreement scores) with the same group membership will be situated closer in the score

vector space.

For a new sample, its "agreement scores" are determined by computing the L2 in-

ner product (that is the projection) of its set of curves with the group-wise patterns.

In a specific dimension d, the function of one sample, after being projected on the set

of G group-wise patterns, yields a G-dimensional vector of agreement scores. Conse-

quently, a multivariate set of D curves generates a G×D matrix of scores, representing

the sought-after low-dimensional representation space. These generated scores are subse-

quently utilized as inputs for the classification methods.

We choose this strategy to compute the scores since in this way we are giving higher

scores to the functions that show a shape similar to the group-wise patterns exactly in the

time intervals where the patterns are not null, that is in the time zones that we detected

as more significant. Using other strategies, like replacing the L2 inner product with the

convolution, would make us loose the focus on the time component of the problem.
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4.1.2 Generating Agreement Scores Based on Group Patterns for

Classification Methods

The procedure for generating agreement scores, based on the estimated group patterns,

comprises two primary stages: centralization and measurement. These stages are depicted

in Figure 4.2.

Figure 4.2: Scores building process based on the estimated group patterns.

In the centralization stage, the initial step involves centralizing the input function

yd,k(t) by subtracting the estimated mean function µ̂d,0 for each sample k and variate d.

This process filters out information that is independent of the group to which the data

belongs. The resulting normalized function ỹd,k(t) is given by:

ỹd,k(t) = yd,k(t)− µ̂d,0(t). (4.1)

After centralization, the measurement stage computes the agreement values between

the normalized function and the set of G group-wise patterns using the L2 inner product.

This inner product gauges the agreement of the considered data ỹd,k(t) with each α̃d,g,

quantifying their agreement degree for each group g. Practically, this is achieved by

calculating the regular sums of element-wise products between every function and the
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corresponding group-wise patterns, in the same dimension of the function, for all classes.

Let sg,d,k denote the agreement score given to group g on variate d for sample k. Then

we have:

sg,d,k =< ỹd,k(t), α̃d,g(t) >=

∫ T

0

ỹd,k(t)α̃g,d(t)dt, (4.2)

where < · > denotes the inner product between two functions in L2.

The softmax function (4.3)

s̃g,d,k =
exp(sg,d,k)

G∑
g=1

exp(sg,d,k)

∈ [0, 1]. (4.3)

is further used to normalize a vector of scores across all groups for each variate d and

for each sample k. This normalization yields the relative percentages across groups, thus

s̃g,d,k, g = 1, . . . , G represent the probabilities of assigning sample k to each of the G

groups in dimension d. The softmax function’s ability to handle negative or large values

in the input vector ensures that the resulting probabilities are well-defined and satisfy the

constraint of summing to one. The larger input values in the vector correspond to larger

probabilities, thereby conveying useful information about the relative importance of each

group for the given sample and variate.

We proceed to consider the normalized scores s̃g,d,k, k = 1, 2, ..., K as the k-th real-

ization of the score variate s̃g,d. Consequently, the score vector for a specific variate d

encompassing G groups, is denoted as s̃d = [s̃1,d, . . . , s̃g,d, . . . , s̃G,d]
⊺. This vector repre-

sentation of group membership distribution elucidates our first classification method, the

consensus algorithm implemented through a voting scheme.

Moreover, we represent the vectorized version of matrix S̃ as s = [s1, . . . , sGD]
⊺ =

[s̃1,1, . . . , s̃1,D, . . . , s̃g,1, . . . , s̃g,D, . . . , s̃G,1, . . . , s̃G,D]
⊺. We will employ this representation of

the feature set for sparse MLR and softmax regression methodology. Considering the K

realizations of s as the sample set sk, k = 1, ..., K, and denoting by ck ∈ {1, . . . , G}, k =
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1, ..., K the true group membership of the sample, we obtain a comprehensive represen-

tation of the data.

4.2 Consensus Algorithm via Voting Scheme

The consensus-based voting scheme, employed in the context of multivariate multi-classi-

fication tasks, utilizes a collective decision-making approach for classifying instances based

on multiple input variables. Each individual classifier predicts the class of an instance

using its respective input features. These predictions are then aggregated by a voting

algorithm that considers the combined output from all classifiers to determine the final

class of the instance. In the consensus algorithm, the independent votes from all variates

are combined under a non-parametric setting. Various strategies can be employed to

amalgamate the predictions of individual classifiers, such as the majority voting rule,

where the class with the most votes is selected, or the weighted voting rule, which weighs

each classifier’s vote according to their performance or expertise.

This voting scheme is particularly advantageous when input features are intricate and

challenging to interpret, like the expression evolutions in our case study, as it can bolster

the precision and resilience of classification outcomes. Specifically, our approach begins

by examining the column vector s̃d of the score matrix for one variate, comparing the

scores of one specific variate across all groups. Each variate then votes for a class based

on its maximum score in the column vector. The final decision is made by gathering votes

from all variates and choosing the class with the majority of votes. The primary objective

of the consensus-based voting scheme is to harness the collective knowledge and input

of AU classifiers to enhance the accuracy and robustness of classification decisions. This

process is illustrated in Algorithm 1.

We applied the method to our driving case study. The distribution of votes across

different emotions for each AU is presented in Table 4.1. The last column of this table

displays the correctness rates in multi-class classification, which are the ratios of correctly
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classified samples to the total sample set. AU20, AU26, AU9, AU25, and AU5, in de-

scending order, can be considered the top 5 classifiers with the highest correctness rates

in the voting scheme. Notably, AU20 (Lip stretcher), AU25 (Lips part), and AU26 (Lips

part) are associated with mouth movements, whereas AU5 (Upper Lid Raiser) relates to

the eyes, and AU9 (Nose Wrinkler) pertains to the nose. These AUs, exhibiting higher

classification rates, suggest that they encompass crucial local facial region information for

expressing emotions.
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Algorithm 1: Consensus Algorithm for multivariate multi-class classification
input: Dataset containing G labelled groups (real labels) with K

samples in each group {S̃k, yk}k=1,...,GK

output: Prediction of labels ŷk given {S̃k} for k ∈ {1, . . . , GK}

initialization: #group1 = · · · = #groupg = · · · = #groupG = 0

for sample k = 1 to GK do

for variate d = 1 to D do
Compute the vote of each variate: vk,d = argg max s̃k,d,g

for group g = 1 to G do

count the votes for each group: if vk,d == g then
#groupg = #groupg + 1

end

end

end

get the counts of the votes among G groups per sample:

{#group1, . . . ,#groupg, . . . ,#groupG}

Determine the class(es) with highest number of votes per sample:

samplevotek = argg max{#group1, . . . ,#groupg, . . . ,#groupG}

If the classes with the highest counts are more than one, randomly

sample one from the selected classes: if length(samplevotek) > 1

then
samplevotek = sample(samplevotek)

end

The predicted label per sample: ŷk = samplevotek

end

Additionally, Table 4.2 showcases the distribution of votes for all AUs, compared

with the actual labels of the corresponding samples from which AU curves are derived.

Predominantly, a single AU targets only one or two groups, indicating that this voting

scheme may not guarantee robust classification performance. For instance, AU45 allocates
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Table 4.1: Distribution of votes on different emotions of each AU. The last column is
correctness in multi-class classification, i.e., the ratio obtained as the size of correctly
classified samples over the entire sample size.

calm happy sad angry fearful disgusted surprised total correctness rate
AU1 0.25 0.50 0.00 0.71 0.04 0.17 0.00 0.238
AU2 0.33 0.54 0.00 0.42 0.00 0.29 0.08 0.238
AU4 0.00 0.00 0.04 0.04 0.71 0.71 0.00 0.214
AU5 0.12 0.46 0.46 0.46 0.04 0.38 0.08 0.286
AU6 0.08 0.71 0.75 0.04 0.00 0.29 0.00 0.268
AU7 0.25 0.04 0.00 0.04 0.62 0.79 0.00 0.250
AU9 1.00 0.00 0.00 0.79 0.00 0.42 0.00 0.315

AU10 0.71 0.12 0.00 0.00 0.04 0.96 0.12 0.280
AU12 0.08 1.00 0.04 0.00 0.67 0.00 0.00 0.256
AU14 0.17 0.83 0.00 0.00 0.67 0.00 0.08 0.250
AU15 0.42 0.00 0.00 0.25 0.25 0.25 0.21 0.196
AU17 0.17 0.42 0.04 0.04 0.88 0.29 0.04 0.268
AU20 0.71 0.17 0.17 0.42 0.29 0.33 0.17 0.321
AU23 0.38 0.38 0.04 0.17 0.67 0.21 0.00 0.262
AU25 0.00 0.12 0.17 0.75 0.62 0.00 0.33 0.286
AU26 0.46 0.04 0.12 0.12 0.88 0.50 0.12 0.321
AU45 0.00 0.04 0.08 0.00 0.17 0.38 0.96 0.232

all its votes to the surprised emotion, irrespective of the real labels of the samples. While

AU45 exhibits a high correctness rate for the surprised emotion in Table 4.1, its predictive

capability as a classifier in this voting scheme may be limited.

Table 4.2: The distribution of votes from all AUs, given the real labels of the corre-
sponding samples where AU curves are collected. The AUs marked in bold are those who
vote correctly in the multi-class classification task.

real label predicted label
calm happy sad angry fearful disgusted surprised

calm AU2,9,10,15,20,26 AU1,5,12 AU6 AU25 AU4,7,14,17,23 AU45
happy AU9,15,20 AU1,2,5,6,12,14,23 AU4,17,25 AU7,10,26 AU45
sad AU9,10,15,20 AU5,6 AU1,2 AU7,12,14,17,23,25,26 AU4 AU45

angry AU23 AU6 AU1,2,5,9,20,25 AU4,7,12,14,17, 26 AU10,15 AU45
fearful AU9,10,15 AU6 AU1,2,5,20 AU4,7,12,14,17,23,25,26 AU45
disgust AU6,14,23 AU1,2,5 AU12,17,25 AU4,7,9,10,15,20,26 AU45

surprised AU9,10,15 AU2,17 AU6 AU1,5,20 AU4,7,12,14,23,25,26 AU45

4.3 Sparse Multinomial Logistic Regression for Multi-

class Classification

For multi-class problems where the response variable is nominal, discrete, and devoid of

a natural order in its values, Multinomial Logistic Regression (MLR) serves as an ap-
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propriate method based on the multinomial distribution [18]. MLR extends the binary

logistic regression framework, enabling the estimation of probabilities for various possi-

ble outcomes of the nominal response variable, through linear combinations of observed

features and problem-specific parameters. Although the MLR method is not novel for

multi-class classification, it is noteworthy that MLR eliminates the need for additional ef-

forts to resolve multiple binary classification problems using the "one-versus-all" strategy

and similar heuristics frequently employed in other techniques [96].

4.3.1 The Theoretical Setting of Multinomial Logistic Regression

Recall that we denoted in Section 4.1.2 the k-th realization of s as sk, with ck ∈ {1, . . . , G}

representing the true group membership of the k-th sample. Here we redefine s =

[1, s1, . . . , sGD]
⊺, adding a first component equal to 1, in order to simplify the notation

used in the regression. For a multiclass classification problem with G classes, we have

then a set of samples {(sk, ck)}Kk=1, where sk is the feature vector for the k-th sample and

ck ∈ {1, 2, . . . , G} represents the true class label for the k-th sample.

Following the standard MLR settings, we define πg(sk) = P(ck = g|sk), the condi-

tional probability of sample k belonging to the class g given its feature set sk. For the

classical logistic function, all of its outputs are between between 0 and 1 which makes

it a natural candidate to model the probability distribution in a multi-class problem.

In the asymmetric multinomial regression model parametrization, it is typical to set in

advance a reference class denoted by G and listed as the last one for notational sim-

plicity. The aim of setting the reference class is to model the G − 1 logits, the proba-

bilities of assigning sample label ck to the other G − 1 classes relative to the reference

class, using the linear combination of the feature set sk and the regression parameters

{bg}Gg=1,bg = [bg,0, bg,1, . . . , bg,GD]
⊺ ∈ R(G+1)D. That is,

log
πg(sk)

πG(sk)
= bg

⊺sk, g = 1, . . . , G− 1. (4.4)
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We will further arrange bg into the parameter matrix B = [b1, . . . ,bG] having dimension

(G + 1)D × G. Equation 4.4 can also be written in the following format, via proper

transformations:

πg(sk) = P (ck = g|sk) =
exp(bg

⊺sk)

1 +
G−1∑
h=1

exp(bh
⊺sk)

, with bG = 0. (4.5)

As mentioned in the previous chapter (Section 3.3 specifically), as a first attempt

we used the asymmetric MLR without any regularization term to produce the multi-class

classification correctness index, in order to measure the pattern detection’s efficiency in the

simulated data. The purpose at that moment was not to choose the optimal classification

method, but to identify whether the detected patterns were able to capture the key group-

wise differences. In the following, we will explore if other classification methods may bring

improved results, in particular for our driving case study of emotion recognition.

As an alternative extension of binary logistic regression, softmax regression solves

multi-class problems by employing the softmax function (introduced also in Section 4.1.2).

The softmax function yields the relative percentages across groups, therefore taking prop-

erly the role of the link function to construct logistic regression for the conditional prob-

ability. Therefore we also have an alternative model:

πg(sk) = P(ck = g|sk) =
exp(bg

⊺sk)
G∑

h=1

exp(bh
⊺sk)

. (4.6)

The normalization involved in the softmax function ensures that the sum of the out-

put of all classes is equal to one
G∑

g=1

πg(sk) = 1. We call this format of MLR with the

softmax function the "symmetric" version of parametrization, as it is invariant to permu-

tations of the classes, while the previous version, with a pre-fixed reference class, is called

"asymmetric" version. Additionally, since the resulting estimator of the MLR method is

invariant to permutations of the classes, the symmetric parametrization without a pre-
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fixed reference class is preferred [91]. However, the symmetric parametrization based on

the softmax function is not estimable without constraints, because the optimization prob-

lem that must be solved to estimate the parameters in (4.6) has not a unique solution,

because of the collinearity and the high number of covariates. Nevertheless, with the

LASSO penalization considered in parameter estimation, this ambiguity is solved in a

natural way [70].

4.3.2 Sparse MLR classifier under regularized regression

Considering the vectorized version s of the score matrix S̃ as the set of input variates

under study, we encounter potentially correlated variates since each column of the matrix

S̃ sums up to 1. Moreover, the number of variates GD, in our driving case study, exceeds

the sample size K.

To address the ill-conditioning problems arising from the limited sample size and corre-

lated variates, we incorporate sparse feature selection using the LASSO regularization for

multinomial logistic regression for multi-classification [49]. The Least Absolute Shrinkage

and Selection Operator (LASSO) regression [147] promotes sparsity in MLR classifiers by

regularizing the likelihood of the training data with a penalty on weights [23]. Large pe-

nalization weights in the loss function lead to fewer selected variates with nonzero weights,

automatically obtaining meaningful features in the high-dimensional space [96]. Further-

more, LASSO enhances classification accuracy by being less sensitive to multicollinearity

issues, as it tends to select one of the highly correlated features while shrinking the others

to zero weights [114, 177]. Therefore, the regularization approach effectively tackles all

the issues mentioned above, ultimately enhancing the performance and interpretability of

the multi-class classification model.

Our goal is then to estimate the parameters in matrix B such that the modeled prob-

ability function is as close as possible to the true one. Given the training set {(sk, ck)}Kk=1,

we consider one-hot transformation which maps the class labels ck to a one-hot vector
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representation ck ∈ {0, 1}G. The one-hot transformation can be defined as follows:

ck,g =


1 if ck = g,

0 otherwise,
(4.7)

where ck,g is the g-th element of the one-hot vector ck, and g ∈ 1, . . . , G. This transfor-

mation is applied to each class label ck of the samples, resulting in a set of one-hot vectors

{ck}Kk=1. The categorical cross-entropy loss function can be expressed as:

L(B) = − 1

K

K∑
k=1

G∑
g=1

ck,g log(πg(sk)), (4.8)

where K is the number of samples, G is the number of classes, πg(sk) is the predicted

probability for sample k and class g, and log(πg(sk)) is the log-likelihood function of the

multinomial logistic regression. B is the matrix of parameters with dimensions G× (G+

1)D. To learn a sparse MLR classifier using LASSO regression, we introduce the penalty

term into the loss function of the multinomial logistic regression. The regularized loss

function becomes:

LLASSO(B) = − 1

K

K∑
k=1

G∑
g=1

ck,g log(πg(sk))− λ

G∑
g=1

GD∑
j=1

|bg,j|, (4.9)

where GD is the number of features, λ is the regularization parameter controlling the

trade-off between fitting the data well and keeping the model sparse. A larger value of

λ would result in more sparsity and fewer selected features, while a smaller value would

lead to less sparsity and potentially overfitting. |bg,j| denotes the absolute value of the

coefficient for feature j in class g. The LASSO penalty term λ
∑G

g=1

∑GD
j=1 |bg,j| enforces

sparsity by shrinking the less relevant coefficients towards zero. The objective function

can be written as:

B̂ = argmax
B

[LLASSO(B)] . (4.10)
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To minimize the regularized loss function and update the weights, we employ a

"proximal Newton" algorithm for optimizing this criterion, also referred to as itera-

tively reweighted penalized least squares [71]. This method is implemented in the R

package "glmnet" [69] and involves iteratively using a quadratic approximation to the

log-likelihood, followed by performing weighted coordinate descent on the corresponding

penalized weighted least-squares problem for each class. Subsequently, the algorithm it-

erates through all classes. The proximal Newton approach is particularly effective for

LASSO regularization, as it can directly estimate non-zero weights while setting the re-

maining weights to zero.

4.3.3 Model Training and Performance Evaluation

In this section, we present the results of our analysis, focusing on the performance of

the regular MLR model under asymmetric parametrization and the sparse MLR model

under symmetric parametrization. Our main objectives are to evaluate the multi-class

classification correctness and to identify the relevant features that contribute to the correct

identification of different classes.

Model Performance

The 168 samples that we used from the RAVDESS dataset are split into 75% for

training (126 samples) and 25% for validation (42 samples). We train the regular MLR

model using the R package "multinom" [131] to stay coherent with the previous chapter

and serve as the baseline. The regular MLR model achieved 100% correctness on the

training set and 42.86% on the validation set.

The symmetric sparse MLR is trained using the R package "glmnet" [69]. To estimate

the coefficient parameters and the regularization parameter λ, we used a 10-fold cross-

validation. This method involves dividing the data into 10 subsets, training the model

on 9 subsets, and validating it on the remaining subset, iterating 9 times. Figure 4.3 dis-

plays the validation set misclassification error versus the log-transformed regularization

parameter log(λ) assessed through cross-validation. The average performance is used to
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evaluate each regularized model, shown together with the upper and lower standard devi-

ation. The optimal regularization parameter is chosen as 0.0202, under which the model’s

classification correctness for training and testing sets are 88% and 62%, respectively.

Figure 4.3: Training Set Misclassification Error vs. Log-Transformed Regularization
Parameter log(λ) in Sparse Symmetric MLR Models

Table 4.3: Comparative Evaluation of MLR Models with Various Metrics

Table 4.4: Regular Asymmetric

Class Precision Recall F1 Score Accuracy

Calm 0.00 0.00 0.00 0.81
Happy 0.40 0.67 0.50 0.81

Sad 0.40 0.33 0.36 0.83
Angry 0.62 0.83 0.71 0.90
Fearful 0.38 0.50 0.43 0.81

Disgusted 0.75 0.50 0.60 0.90
Surprised 0.20 0.17 0.18 0.79

Table 4.5: Sparse Symmetric

Class Precision Recall F1 Score Accuracy

Calm 0.62 0.83 0.71 0.90
Happy 0.62 0.83 0.71 0.90

Sad 0.67 0.33 0.44 0.88
Angry 0.80 0.67 0.73 0.93
Fearful 0.55 1.00 0.71 0.88

Disgusted 0.75 0.50 0.60 0.90
Surprised 0.33 0.17 0.22 0.83

Table 4.3 presents a comparative evaluation of regular asymmetric MLR and sparse

symmetric MLR, considering various metrics (precision, recall, F1 score, and accuracy)

for multi-class classification. For all emotions, except for disgust, both precision and

F1 score exhibit an improvement with the sparse symmetric MLR. In particular for the
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calm emotion, all metrics show significant enhancement using the sparse symmetric MLR,

whereas the metrics for disgust stay coherent. This phenomenon may arise because, in

contrast to the calm emotion, disgust is an intense emotion characterized by long-term

engaged patterns (as depicted in Figure 3.5), involving larger scores for numerous features,

making it easier for the regular MLR model to accurately classify it, given all the features.

In the case of sparse MLR, feature selection allows the model to concentrate only on the

most crucial features for each class, thereby enhancing classification performance for all

classes in which a few features are relevant for their recognition.

Feature Selection and Interpretation

Table 4.6 lists 89 variates selected using the optimal regularization parameter, together

with their coefficients for the considered 7 classes. The g-th column in Table 4.6 indicates

the features that affect the g-th classification. The result indicates that not only do the

patterns in the correct class impact the prediction of one specific class, but the patterns of

other classes also contribute to improving the model’s prediction ability. From Table 4.6,

we identify the top 3 AUs for each emotion, ranked by their weights in descending order,

and display them in Table 4.7. Table 4.8 presents this information in a matrix format,

offering a clearer visualization of the relationship between selected AUs and emotions.

Notably, patterns of AU05 (Upper Lid Raiser) and AU20 (Lip stretcher) are crucial for

classifying emotions, followed by AU17 (Chin Raiser), AU45 (Blink), AU12 (Lip Corner

Puller), AU15 (Lip Corner Depressor), and AU26 (Jaw Drop), which have large impacts

on at least two emotions. AU09 (Nose Wrinkler) is particularly important for the emotion

calm, AU01 (Inner Brow Raiser) for the emotion disgusted, AU06 (Cheek Raiser) for the

emotion happy, and AU04 (Brow Lowerer) for the emotion sad.



Agreement Scores Generation via Group-wise Patterns and Score-based
Multi-class Classification 70

Table 4.6: In sparse MLR, 89 variates are selected under the best λ (0.0202), together
with their coefficients for 7 classes.

calm happy sad angry fearful disgusted surprised
(Intercept) 0.630 34.591 -24.874 1.480 7.526 8.478 -27.832

AU01 under patterns of emotion calm . . . -1.190 . . .
AU02 under patterns of emotion calm 0.588 . . . . . .
AU04 under patterns of emotion calm . . -0.724 . 2.112 . -2.267
AU07 under patterns of emotion calm 0.980 . . . . . .
AU09 under patterns of emotion calm 9.145 . . -10.853 . . .
AU10 under patterns of emotion calm . . . . . . 0.034
AU12 under patterns of emotion calm 5.394 . . . . . .
AU14 under patterns of emotion calm . . 0.134 . . . .
AU17 under patterns of emotion calm 2.321 -1.007 . . -0.452 . .
AU20 under patterns of emotion calm 41.941 . . . . . .
AU23 under patterns of emotion calm 1.067 -1.238 . . . . .
AU25 under patterns of emotion calm . . 6.443 2.859 -6.626 . .
AU26 under patterns of emotion calm 1.693 . . . . . .
AU45 under patterns of emotion calm . . . . -12.341 . .
AU04 under patterns of emotion happy . . -0.087 . 0.086 . -0.023
AU05 under patterns of emotion happy . . . . . -36.148 .
AU06 under patterns of emotion happy . 1.614 . . . . .
AU07 under patterns of emotion happy 2.877 . . . . . .
AU10 under patterns of emotion happy . 0.294 . . . . .
AU12 under patterns of emotion happy . 2.478 . . . . .
AU15 under patterns of emotion happy . . . . -2.547 . .
AU20 under patterns of emotion happy . 76.504 . . . . .
AU23 under patterns of emotion happy . 0.796 . . . . .
AU25 under patterns of emotion happy . . -0.219 . . . .
AU04 under patterns of emotion sad . . 2.889 . . . .
AU05 under patterns of emotion sad . . 223.471 . -11.439 . .
AU06 under patterns of emotion sad . . . . . -0.235 .
AU07 under patterns of emotion sad . . . 2.078 . . .
AU09 under patterns of emotion sad . . . . . . -1.384
AU12 under patterns of emotion sad . . . . 3.606 . .
AU14 under patterns of emotion sad . . . . 0.767 . .
AU15 under patterns of emotion sad . . 7.131 . -4.710 . .
AU17 under patterns of emotion sad . -2.381 1.088 . . . .
AU20 under patterns of emotion sad . . . -15.462 . . .
AU23 under patterns of emotion sad . -4.972 . . . . .
AU25 under patterns of emotion sad 2.028 . . . -0.130 1.013 .
AU26 under patterns of emotion sad . . 0.154 . . . -2.789

AU01 under patterns of emotion angry . . . 0.150 . . .
AU05 under patterns of emotion angry . -66.193 . 44.086 . . .
AU06 under patterns of emotion angry . . . . 4.523 . .
AU07 under patterns of emotion angry . . . . . 1.334 .
AU09 under patterns of emotion angry . . . 2.999 . . .
AU10 under patterns of emotion angry . 0.165 . . . . -0.722
AU12 under patterns of emotion angry -1.676 . . . . . .
AU14 under patterns of emotion angry . . . . . . 3.371
AU15 under patterns of emotion angry . . -5.566 3.408 . . .
AU17 under patterns of emotion angry . . . 5.509 . . .
AU20 under patterns of emotion angry . . . 1.499 . . .
AU23 under patterns of emotion angry . . -7.476 9.042 . . .
AU25 under patterns of emotion angry . . . 0.024 . . .
AU26 under patterns of emotion angry . . -1.172 1.589 . . .
AU45 under patterns of emotion angry . . . -0.619 . . .
AU02 under patterns of emotion fearful . . . . . . -2.544
AU04 under patterns of emotion fearful . . . . . -0.254 .
AU07 under patterns of emotion fearful . . . 0.369 0.489 . .
AU12 under patterns of emotion fearful . . 2.859 . . . .
AU17 under patterns of emotion fearful . . 0.386 . 2.386 . .
AU25 under patterns of emotion fearful . . . -0.284 . . .
AU26 under patterns of emotion fearful -0.389 . . . 0.614 . .
AU45 under patterns of emotion fearful . . . . 12.295 . .

AU01 under patterns of emotion disgusted . . . . . 5.581 .
AU02 under patterns of emotion disgusted . -5.678 . . . 1.780 .
AU04 under patterns of emotion disgusted . -0.147 0.774 . . 0.329 .
AU06 under patterns of emotion disgusted . . . . -0.207 . .
AU09 under patterns of emotion disgusted . . . . . 1.779 2.606
AU10 under patterns of emotion disgusted . . . . . 2.336 .
AU12 under patterns of emotion disgusted . . . . 1.112 . .
AU14 under patterns of emotion disgusted . . . 3.791 . . 4.389
AU17 under patterns of emotion disgusted . . . . . . 0.370
AU20 under patterns of emotion disgusted . . . . . 9.115 -1.461
AU23 under patterns of emotion disgusted -3.149 . . . . 4.813 .
AU25 under patterns of emotion disgusted . . 5.553 . . . -2.746
AU26 under patterns of emotion disgusted . . . . . 3.028 .
AU02 under patterns of emotion surprised . . . 9.367 . . -0.492
AU04 under patterns of emotion surprised 0.843 . . . . . -0.103
AU05 under patterns of emotion surprised . -194.651 . . . . 243.320
AU06 under patterns of emotion surprised . . 5.418 . 2.986 -2.527 .
AU07 under patterns of emotion surprised . . . . 4.497 . .
AU09 under patterns of emotion surprised . . . . . . -4.615
AU10 under patterns of emotion surprised 0.554 . . . . . .
AU12 under patterns of emotion surprised . . . . . 2.408 .
AU14 under patterns of emotion surprised -1.429 . . . . 3.024 .
AU17 under patterns of emotion surprised . . . . . . 0.072
AU20 under patterns of emotion surprised . . . . 0.248 . 8.257
AU23 under patterns of emotion surprised . . . . 10.179 . .
AU25 under patterns of emotion surprised . . . -2.181 . . 1.039
AU26 under patterns of emotion surprised . . . -0.809 . . 1.905
AU45 under patterns of emotion surprised . . . . . -0.167 7.170
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Table 4.7: Top3 AUs per emotion

Emotion #1 #2 #3
Calm AU20 AU09 AU12
Happy AU20 AU12 AU06
Sad AU05 AU15 AU04
Angry AU05 AU17 AU15
Fearful AU45 AU17 AU26
Disgusted AU20 AU01 AU26
Surprised AU05 AU20 AU45

Table 4.8: The relationship between selected AUs and emotions

Calm Happy Sad Angry Fearful Disgusted Surprised
AU01 #2
AU04 #3
AU05 #1 #1 #1
AU06 #3
AU09 #2
AU12 #3 #2
AU15 #2 #3
AU17 #2 #2
AU20 #1 #1 #1 #2
AU26 #3 #3
AU45 #1 #3



Chapter 5

Entire pipeline for Emotion

Recognition: Results and Interpretation

In the previous chapters, we have illustrated a real-world challenge under study related

to emotion recognition and expression pattern detection from facial videos. We addressed

different research problems of functional statistical learning methods through three dis-

tinct stages. Starting from the background knowledge of the research questions and the

developed methodologies, this chapter aims to integrate various stages to address two core

questions: (1) how human facial expressions convey emotions and (2) how to accurately

classify newly observed facial videos into specific emotional categories. The proposed

model pipeline for training and testing the prediction accuracy of the model is evalu-

ated by leave-one-out cross-validation through feasible training, testing, and validation

sets. Moreover, the integrated approach here proposed guarantees the applicability of the

model when fed by different datasets. In this way, a fully comprehensive framework for

pattern detection and/or multi-class classification, built from the ground up, has paved

the way for our research into emotion analysis based on facial expressions, as well as other

multivariate multi-class function analysis-related inquiries, across different applications.

72
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5.1 Three Stages of Curve Registration, Emotional Pat-

tern Detection, and Multi-Classification

As stated in Chapter 1, the proposed methodology aims to explore a comprehensive

and efficient solution for handling general time series data with multi-class comparison

properties. Our methodology contains three stages: starting from curve registration and

interpolation (Chapter 2), going through group-wise pattern detection (Chapter 3), to

end to multi-classification (Chapter 4). The flowchart in Figure 5.1 illustrates these three

stages of the model training process.

Figure 5.1: Flowchart Illustrating Three Stages of Model Training Process for Multi-
variate Multi-Class Functional Data Analysis.

Before delving into the three stages, it is important to consider the mathematical space

in which the search target lives. The object under study is a set of multi-dimensional

random functions that capture the evolution of engagement degrees extracted from facial

videos over time, as illustrated in Section 1.2. The shape feature of these functions consists
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of the sample mean curve and individual variability, which allows for a focus on the

entire evolution process without the need to consider timely high-frequency correlations

as discussed in Section 2.1.

Unlike ordinary multi-dimensional random variables with amplitude variability, which

represents the magnitude of engagement values, these functions include an evolution pro-

cess in the time domain, therefore involving phase variability. Even for videos performed

by the same actor, there exists deviation in the time domain, i.e., the differences in the

speeds of two evolution processes with similar trends, due to the independence of samples.

Therefore, models and algorithms must have sufficient tolerance to handle unaligned evo-

lution processes, which may require a large number of training samples and limited phase

deviations between samples. Alternatively, as explained in Section 2.2, phase variability

needs to be controlled and removed from the total variability. If traditional models de-

signed for multi-dimensional variables are used to analyze a set of unaligned functions

where time points at different samples are processing the same evolution process but at

different stages, phase variability is ignored and mixed into the analysis of amplitude

variability. As a result, the sample mean curve cannot accurately represent the original

shape of the evolution of the samples.

To analyze the properties of a sample set, especially in detecting typical behaviors

or patterns, it is necessary to align the samples by eliminating phase variability while

preserving amplitude variability. However, this task is challenging, as there is no available

template for alignment, and real-world data is often noisy and irregular. To address

this problem, in Section 2.2.2, the Expectation-Maximization (EM) algorithm is applied

and modified to alternatively optimize alignment and estimation processes and obtain

gradual improvement. In each iteration of the EM algorithm, the sample mean function

in each dimension is extracted as the template function in the expectation step. Then,

in the maximization step, the samples begin to align with the current template function,

resulting in a set of warping functions that minimize the alignment loss or maximize the

likelihood. In the next round, a new template function is estimated from the aligned



Entire pipeline for Emotion Recognition: Results and Interpretation 75

samples in the previous iteration. This process continues until the error is less than a

predetermined threshold, indicating that the alignment is precise enough under certain

measures, and the aligned samples shown in Section 2.2.3 are sufficiently concentrated

to support further analysis. In a summary, the EM algorithm’s alternating optimization

scheme enables gradual improvement of alignment and estimation, providing a powerful

tool for detecting typical behaviors or patterns in a sample set.

After aligning the samples in the time domain by removing the phase variability using

warping functions, we turn our attention to amplitude variability, which describes how

much each action unit is activated during the aligned period. Note that the engagement

degrees of the action units are heavily influenced not only by emotions but also by the

pronunciation of sentences. To explore systematic emotional evolution patterns in natural

communication scenes, we need to control the influence of pronunciation and movements

triggered by it. This requires performers to speak the same thing under different emo-

tions, which is rare in available datasets except for RAVDESS. RAVDESS, introduced

in Section 1.3, contains performances of the same statements under neutral and seven

other emotional modes, allowing us to separate the pronunciation-triggered engagement

values from emotion-triggered ones. Assuming a fixed spoken speed, gender, and inten-

sity level, we estimate the ground mean curve from all eight emotional sample sets as the

pronunciation-triggered engagement values in Section 3.1, leaving the inner-group mean

as the emotion-triggered patterns. We then test in Section 3.2 the significant parts of the

emotional patterns under the hypothesis of the equality of pairwise inner group means

between neutral and one emotional mode, to detect significant periods and durations of

the entire time zones. By considering the properties of AU patterns in the selected time

zones, we can summarize how facial expressions (AUs) are activated in terms of timing

and engagement degrees, shown at the end of Section 3.3.

We have successfully tackled the first fundamental question concerning the identifica-

tion of emotional patterns of action units. In contrast to the first question, where a single

emotion and its corresponding samples were selected for pattern detection, the second
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question aims to classify newly observed samples into one of several emotion classes using

the detected emotional patterns as prior domain knowledge. Rather than relying on direct

functional classification strategies, we aim to leverage the detected patterns to eliminate

confounding factors, such as spoken speed, communication statements, and individual

pronunciation deviation. To accomplish this, we first estimate in Section 4.1 the similar-

ity between the newly observed sample and the set of patterns for each emotion class.

Since the functions are processed in the functional space, we use the L1 norm, i.e. the

inner products of the sample curves and patterns, to construct the sample’s "agreement

scores" of each emotion. Next, the agreement scores are normalized and transformed using

softmax functions, which have a probabilistic interpretation. After comparing with Con-

sensus Algorithm via Voting Scheme (Section 4.2) , multinomial logistic regression with

Cross Entropy Loss (Section 4.3.1) is chosen to classify the agreement scores generated

from the new sample curves. This approach offers an effective way to classify emotions

while controlling for confounding spoken-related factors.

5.2 Actor Performance Evaluation via Leave-One-Out

Cross-Validation

After discussing the three stages of the model training process, we need to revisit the

practical aspect of the case of emotion analysis - the limited availability of datasets sup-

porting human facial emotional pattern detection due to concerns related to personal

privacy and motion capture techniques development. The RAVDESS dataset, which suits

the best for this study, also suffers from limited sample sizes. Additionally, the dataset’s

reliance on professional actors and actresses introduces the possibility of outliers due to

the exaggerated understanding of emotions or personalized expressing habits. Mingling in

the size-limited samples, potential outliers could impact largely on detecting the accurate

and sociable emotional patterns.

Given the sample size issue, we adopt the leave-one-out (LOO) approach [87, 163] and
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design a framework of training and testing double pipelines to evaluate the model’s results

and the quality of actors’ performances. This involves iteratively holding out one actor’s

two performances as test samples while training the model with the remaining samples.

Figure 5.2 provides a visual representation of training and testing pipelines outlined in

the proposed framework.

Figure 5.2: Training and testing pipelines in the proposed framework.

We have illustrated and summarized the training pipeline consisting of the three stages

of the methodology in the previous section. We consider those operations composing the

training pipeline. As one actor’s performances are used as test samples, the remained

samples are randomly divided into training samples with the performances of seven actors

and validation samples with the performances of four actors.

For the test process, the goal shifts to validate the trained models. Test samples are

first aligned to the deepest curve of AU25 in the registered training samples to catch

the same registered timeline and remove pronunciation effects coherently. The depth for

registered functional data is estimated by Modified Band Depth through the R package

’DepthTools’ [149], while the alignment is achieved through dynamic time warping [113]

(more detail in Appendix A.1). The registered test samples are then measured by the

emotional patterns learned from the training process, resulting in test scores used for

classification. The weights obtained from the trained Softmax model are applied to test

scores to predict the class of test samples. The predicted class is then compared with

the true test labels to evaluate the model’s accuracy on unseen samples and assess the
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framework’s performance.

The proposed framework with leave-one-out cross-validation provides both the valida-

tion accuracy in the training pipeline to evaluate the model’s performance, and the test

accuracy in the test pipelines to compare the similarity between the leaved-out samples

and the remained ones used in the training pipeline. Thus, we can first verify whether

the model’s accuracy is heavily impacted by removing an actor’s performance, and then

confirm if the removed performances are outliers. This leads to further post hoc analysis

of outlier detection and also completes the research on the limited-sample-size case study.

Secondly, for the well-qualified samples without outliers, we can extract more precise

emotional patterns, providing a better understanding of human emotions.

Table 5.1: Training accuracy, validation accuracy, and test accuracy achieved by the
proposed framework’s training and testing pipelines following the exclusion of each actor
or actress’s performances.

Male Actors Female Actors
ID Training Validation Test ID Training Validation Test
1 0.973 0.452 0.357 2 0.991 0.548 0.643
3 0.964 0.524 0.429 4 0.973 0.571 0.643
5 0.955 0.524 0.214 6 0.991 0.643 0.214
7 0.946 0.500 0.500 8 0.964 0.524 0.500
9 0.938 0.595 0.429 10 0.973 0.738 0.643
11 0.973 0.524 0.643 12 0.982 0.643 0.357
13 0.973 0.500 0.286 14 0.982 0.667 0.643
15 0.973 0.429 0.429 16 0.982 0.619 0.500
17 0.911 0.476 0.643 18 0.964 0.643 0.500
19 0.946 0.619 0.286 20 0.973 0.548 0.714
21 0.884 0.524 0.357 22 0.955 0.548 0.500
23 0.946 0.571 0.357 24 0.973 0.595 0.500

Table 5.1 illustrates the training accuracy, validation accuracy, and test accuracy

achieved by the proposed framework’s training and testing pipelines following the exclu-

sion of each actor or actress’s performances. Further, we highlight the validation accuracy

and test accuracy of four actors and four actresses in Figure 5.3 to better visualize the

performer’s influence. The table and the figure depict two situations worth discussing:

high validation accuracy with low test accuracy (colored in red in Figure 5.3), and low

validation accuracy with high test accuracy (colored in green).
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(a) Males. (b) Females.

Figure 5.3: Validation accuracy VS Test accuracy for "good" and "bad" actors.

In the first case, high validation accuracy with low test accuracy colored in red, some

actors (actor 5 and actor 19, actress 6 and actress 12) may exhibit performances that

do not conform to the patterns of the other actors, leading to outliers. By removing the

performances of these "bad actors", we eliminate outliers in the sample set of limited size

and the model estimation is improved, as illustrated in Table 5.2. The second case, low

validation accuracy with high test accuracy (colored in green), shows that despite low

accuracy in the training process, the emotions expressed by the actor or actress are rather

correctly classified in the test process. This indicates that the model’s pattern detection

ability is heavily influenced by these individuals (actor 11 and actor 17, actress 2 and

actress 20), who are then leveraging the model’s robustness. Therefore, we refer to actors

with this trend as "good actors".

We summarize the "good actors" and "bad actors" for males and females in Table

5.2. The action unit evolution curves for these eight actors shown in Appendix A.5 can

support further our analysis with a closer look at the individual’s performances.
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Table 5.2: Summary of "good actors" and "bad actors" for males and females, along
with the model’s accuracy following the exclusion of performances by respective actor
pairs.

Male Accuracy Female Accuracy
"Good actors" Actor 11 Actor 17 45.7% Actor 2 Actor 20 51.4%
"Bad actors" Actor 5 Actor 19 54.3% Actor 6 Actor 12 68.6%

5.3 The Analysis of Gender Effects on Detected Emo-

tional Patterns

In the previous chapters, only male actors’ performances were considered because the

aims were to evaluate the most proper methods to be used for each stage in the training

pipeline, excluding most of the confounding variables. Now, with the unified framework of

emotion pattern detection and classification proposed, we are able to analyze and compare

the gender effect on emotional patterns, as males and females have been revealed to

express emotions differently in the literature [34, 72, 138, 139]. Our investigation utilizes

separately the performances of males and females in the group-wise functional linear model

to scrutinize gender disparities in facial expressions. After the exclusion of outliers, in this

section, we analyze how emotions are expressed and detected by their related Action Units

(AUs) under gender effects. The group sample means of 17 AUs under eight emotions,

after removing the performances of "bad" actors, are shown in Figure 5.4. Figure 5.13

provides a summary of ground means and emotional patterns for males and females, using

a heatmap representation, while the graphs for each emotion are further displayed and

zoomed in figures 5.5-5.12. Our findings on the detected patterns provide insight into the

complex and nuanced nature of emotions and underscore the importance of considering

gender differences in facial expressions. In the following, we motivate this statement by

analyzing the results obtained on every single emotion.

Let us start from the heatmap of the ground mean curves for two genders, extracted

independently from two datasets and shown in Figure 5.5. The homogeneity of the ground

means attests to the model’s effectiveness in capturing corresponding facial features while
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Figure 5.4: The group sample means of 17 AUs under eight emotions, after removing
the performances of "bad" actors. The top row reports the patterns related to the upper
part of the face, while the bottom row reports the patterns related to the lower part of
the face.

performing the same utterance. Mouth-related action units, like Lips part (AU25), Jaw

Drop (AU26), and Upper Lip Raiser (AU10), along with the eye-related action unit Lid

tightener (AU7), provide insights into the fundamental muscular activities involved in nor-

mal speech production, irrespective of gender. Nevertheless, our analysis reveals notable

gender-based differences in various action units, including the more substantial activa-

tions of AU4 among males and AU12, AU26, and AU45 among females. These disparities

suggest that males often display more pronounced brow-lowering and stern facial expres-

sions, while females tend to exhibit more distinct lip corner pulling, jaw-dropping, and
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Figure 5.5: Heatmap of group-wise ground mean for males and females.

winking, pointing to a proclivity towards milder expressions.

To provide further clarity, our study utilizes facial expression analysis to detect de-

viations from the normal spoken mode. In examining patterns of emotion calm (shown

in Figure 5.6), we find that most action units were activated to a lesser degree compared

to the normal mode. However, we consistently observe the activation of Lid Tightener

(AU7) in both male and female participants, with males exhibiting negative activation

and females showing positive activation. This indicates that males tend to relax their lid

tighteners, while females tend to increase their strength and tighten their lids more dur-

ing calm speech. Notably, we also observe that females tend to exhibit more Lip Corner

Pulling, as evidenced by the positive activation of AU12, while males seem to display the
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(b) Females.

Figure 5.6: Heatmap of group-wise patterns detected for emotion calm.

same behavior for AU12 no matter for calm or normal speech.

The emotion of happiness is characterized by distinct facial expressions, as illustrated

in Figure 5.7. Specifically, we find that the Lip Corner Puller (AU12) is highly activated

in both male and female participants, followed by AU10 and AU14, which respectively

denote the expressions of Dimpler and Upper Lip Raiser. This is consistent with the

natural tendency to smile when feeling happy. Additionally, we observe that AU6 and

AU7, which represent Cheek Raiser and Lid Tightener in the upper face, respectively, are

activated, in line with existing literature suggesting that genuine smiles involve both the

mouth and the eyes. Notably, we also notice the reduced activation of AU25 compared

to the normal spoken mode, suggesting that when we communicate while experiencing
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Figure 5.7: Heatmap of group-wise patterns detected for emotion happiness.

happiness, we rely on a wider range of mouth-related expressions. In exploring the gender

effects, we find that males exhibit heightened activation of the Inner Brow Raiser (AU1),

whereas females exhibit enhanced activations of the Lid Tightener (AU7) and Chin Raiser

(AU17).

The first negative emotion under analysis is sadness, which exhibits multiple Action

Units (AUs) with lower intensities in Figure 5.8, making it challenging to detect and

summarize patterns. This is also reflected in the low correctness rate for this emotion

in classification. For both males and females, AU4 shows long-term enhancement during

sadness. However, there are differences in the inhibition of AUs between males and

females. Specifically, for males, AU10, AU12, and AU14 are influenced at the beginning of
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Figure 5.8: Heatmap of group-wise patterns detected for emotion sadness.

the performance, whereas for females, they are influenced in the ending part. Additionally,

males show intermittent inhibition of AU6 and continuous inhibition of AU7, while the

opposite is true for females. These results suggest that a more in-depth analysis with larger

datasets is necessary to elucidate the patterns of AUs under the emotion of sadness.

Figure 5.9 shows the detected patterns of the emotional expression of anger. We

observe significant increases in short periods in the activation of AU25, which suggests

that the pronunciation of stressed words is intensified under the influence of anger. Fur-

thermore, we find a simultaneous increase in the activation of AU9 (Nose Wrinkler) and

AU10 (Upper Lip Raiser) during the peak activation of AU25 in the ground mean (pro-

nunciation mode) in previous figures, indicating that individuals expressing anger tend to
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Figure 5.9: Heatmap of group-wise patterns detected for emotion angry.

accentuate their facial expression towards the central point of the nose, especially when

speaking verbs. Intriguingly, AU10 (Upper Lip Raiser) is activated solely during this

moment, while it is mostly inhibited in other moments compared to the normal pronun-

ciation mode, together with AU6 (Cheek Raiser), AU7 (Lid Tightener), and AU12 (Lip

Corner Puller). This phenomenon is found to be more prominent and persistent among

females than males. Additionally, we observe that males tend to use more of their upper

face muscles, whereas females tend to use more of their lower face muscles, as evident

from the slight enhancement of AU4 (Brow Lowerer) in males, and AU20 (Lip stretcher)

and AU23 (Lip Funneler) in females.

Figure 5.10 associated with fear shows significant negative inhibition of certain Action
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(b) Females.

Figure 5.10: Heatmap of group-wise patterns detected for emotion fearful.

Units (AUs) when compared to the pronunciation mode. It suggests that fear prompts

individuals to control their facial expressions and avoid revealing their emotional state.

Specifically, we observe the strongest negative inhibition in AU25, followed by AU26 and

AU10 in both males and females. However, we also find gender-dependent differences

in the patterns of inhibited AUs. Males exhibit further negative inhibitions in AU7 (Lid

Tightener) and AU17 (Chin Raiser), in contrast, females in AU6 (Cheek Raiser) and AU12

(Lip Corner Puller). Furthermore, it seems that the activation of AU5 is not inhibited in

females when expressing fear. This may indicate that the activation of this AU is a more

reliable indicator of fear in females. It is also possible that females use AU5 to enhance

their expressions of fear, perhaps as a way to communicate their emotional state to others
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more effectively.
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Figure 5.11: Heatmap of group-wise patterns detected for emotion disgust.

In comparison to other negative emotions with complicated and variant patterns, the

expression of disgust exhibits distinct patterns that are shared by both males and females,

as shown in Figure 5.11. In particular, there is a strong and prolonged enhancement of

AU4 (Brow Lowerer), AU6 (Cheek Raiser), AU7 (Lid Tightener), and AU10 (Upper Lip

Raiser), along with some periodical inhibitions of AU25 (Lips part) and AU26 (Jaw Drop)

in both genders. However, there are some gender-specific differences as well. For males,

there is a slight enhancement of AU14 (Dimpler), whereas, in females, there is a more

pronounced inhibition of AU12 (Lip Corner Puller) when experiencing disgust compared

to the pronunciation mode.
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Figure 5.12: Heatmap of group-wise patterns detected for emotion surprised.

The final emotion analyzed is emotion surprised, which is a complex emotion with

considerable variation in its expression among individuals. In general, both males and

females exhibit inhibition of AU25 and AU26, although females show greater inhibition

during the first half of the pronunciation. Males experience continuous inhibition of AU10,

while females show inhibition in a more fragmented manner. AU4 is slightly influenced

during the surprise, with a positive effect on males and a negative effect on females.

Notably, females display a significantly larger and more prolonged enhancement of AU1

than males when experiencing surprise. These findings suggest that the expression of

surprise is influenced by a combination of factors, including gender and variations in the

timing and intensity of specific Action Units performed by different individuals. It may
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be worthwhile to use a larger sample size to detect more significant patterns.
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Figure 5.13: A summary of figures for ground mean and emotional patterns for males (the first and third lines) and females (the second
and fourth lines) after removing the outliers.
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5.4 Conclusion and Insights

In this thesis, we have addressed the real-world challenges associated with emotion recog-

nition and expression pattern detection from facial videos. The problem at hand consisted

of various consecutive stages, such as smooth function construction, registration across

multivariates and multiple classes, significant and distinct pattern detection, and final

multi-class classification. The primary challenges arose from realistic data acquisition

constraints, including the limited quality of most video-type data, small sample sets with

only 24 actors in the RAVDESS dataset, the validity and variability of actors’ perfor-

mances, and the heterogeneous understanding and expression of emotions influenced by

potential confounding variables like gender, race, and culture. We explored and imple-

mented several relevant statistical learning methods for each sub-task, comparing the

model’s efficiency, stability, and explainability to identify the optimal combination for

solving the problem comprehensively. In our research, we put forward a dynamic in-

tegration of model training and prediction testing processes, which has been thoroughly

evaluated using leave-one-out cross-validation implemented via practical training and test-

ing pipelines. Our meticulously crafted integrated approaches are tailor-made to facilitate

optimal performance of the models, even when subjected to variable parameter settings

and disparate input data, rendering our framework both robust and versatile.

In a summary, we developed a methodology that employed multivariate function-

on-scalar regression models and functional analysis of variance (FANOVA) to detect la-

tent emotion-specific patterns in an interpretable manner and achieve automatic emotion

recognition. Our functional regression model disentangled common information from

group-specific influences and individual noise through paired group comparisons, and we

analyzed the results using permutation-based FANOVA tests. This approach identified

time zones with significantly different group pattern means and filtered the patterns ac-

cordingly. The filtered group patterns, which reflected notable mean characteristics in

grouped units, were used as prior knowledge for multi-classification in a reduced feature
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space. We tested the efficiency of this methodology on simulated data and applied it to the

RAVDESS dataset, which features professional actors performing various emotions. We

examine the transformation of observed functions into a shared low-dimensional space

based on group-wise patterns across all classes. We then use the generated scores to

classify new functional data, employing both non-parametric consensus voting and para-

metric multinomial logistic regression methods for multi-class classification, evaluating

their predictive and explanatory capabilities.

Our primary contribution is the development of a comprehensive, explainable, and

efficient pipeline that addresses the complex real-world challenge of automatic multi-

class classification of multivariate functional data. Our secondary goal is to under-

stand and transfer facial expression patterns to virtual humans, which requires explain-

ing which, when, and how much different action units are activated under various emo-

tions. This comprehensive framework offers a solid foundation for pattern detection,

multi-classification, and potential applications in various fields, including emotion analy-

sis based on expressions and multivariate multi-class function analysis-related inquiries.

Our resulting framework has unveiled intriguing insights and comparisons through the

detailed analysis of detected patterns of specific expressions under seven emotions. These

discoveries further highlight the efficiency and explainability of our approach. While we

may not have proposed entirely novel models, we have adapted suitable existing methods

to meet our requirements and managed to connect well the various stages. Based on the

current solid framework, we would be able to delve deeper into each subtask in the future.

In future work, we can explore several avenues for extension. While we applied stan-

dard classification methods in this thesis, ensemble learning classifiers based on agreement

scores could yield improved classification results. As the proposed methodology and the re-

lated software can be considered under a multi-class format with a potential common mean

and pair comparisons between control and treatment groups, furthermore, our method-

ology’s application could be expanded to other functional data scenarios across different

fields, such as studying stock performances in various industries alongside baseline in-
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dexes in the financial market, or analyzing the sound of performances after pre-processing

analysis instead of visual facial movements.
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Appendix A

Methods and Extended Results

A.1 Brief Introduction of Modified Band Depth on Func-

tional Data

The notion of depth for functional data is based on the graphic representation of the

functions. Given a collection of curves, the idea is to measure the centrality of a function,

and the depth of curves provides a natural center-outward order for the sample functions

[104]. In this way, we can find the most representative (or deepest) samples within col-

lections of observations in different classes, generalizing thus the concept of "median" in

a functional setting.

Modified Band Depth (MBD) is the proportion of time in which a function is inside

the band formed by any other two functions [105]. More formally, for any of the functions

x in a sample x1, . . . , xn, let

Aj(x) := A(x;xi1 , . . . , xij) := {t ∈ I : min
r=i1,...,ij

xr(t) ≤ x(t) ≤ max
r=i1,...,ij

xr(t)}, j ≥ 2,

be the set of points in the interval I where the function x is in the band determined by

the observations xi1 , . . . , xij . If λ is the Lebesgue measure on I, the proportion of time

when x is in the band is: λr(Aj(x)) =
λ(Aj(x))

λ(I)
.

116
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Note that normally the increase of j will not disturb the selection of the median

function, so we can set j = 2 for simplicity, and we have

MBD(x) =

(
n

2

)−1
1

λ(I)

∑
1≤i1≤i2≤n

λ(A2(x)).

A.2 Results related with Chapter 1: Emotion Recogni-

tion and Expression Detection from Facial Video

Data
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Figure A.1: The evolution curves of AU06 detected from the videos of all male actors
under different emotions. The behavior of actor 1 in Figure 1.7a is involved in the first
line.
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Figure A.2: The evolution curves of AU25 detected from the videos of all male actors
under different emotions.The behavior of actor 1 in Figure 1.7b is involved in the first
line.
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A.3 Results related with Chapter 2: Data Preprocess-

ing: Functional Data Format and Functional Curve
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The original and aligned AU25 evolution curves for emotion neutral

Figure A.3: Example of registration of the curves of AU25 for the male actors repre-
senting the emotion neutral in the corresponding video.
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The original and aligned AU25 evolution curves for emotion calm

Figure A.4: Example of registration of the curves of AU25 for the male actors repre-
senting the emotion calm in the corresponding video.
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The original and aligned AU25 evolution curves for emotion happy

Figure A.5: Example of registration of the curves of AU25 for the male actors repre-
senting the emotion happy in the corresponding video.
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The original and aligned AU25 evolution curves for emotion sad

Figure A.6: Example of registration of the curves of AU25 for the male actors repre-
senting the emotion sad in the corresponding video.
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Figure A.7: Example of registration of the curves of AU25 for the male actors repre-
senting the emotion fearful in the corresponding video.
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The original and aligned AU25 evolution curves for emotion disgust

Figure A.8: Example of registration of the curves of AU25 for the male actors repre-
senting the emotion disgust in the corresponding video.

Original AU Aligned AU

0 30 60 90 0 30 60 90

0

1

2

3

4

Frame

E
ng

ag
em

en
t v

al
ue

 o
f A

U
25

Actor

1

3

5

7

9

11

13

15

17

19

21

23
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Figure A.9: Example of registration of the curves of AU25 for the male actors repre-
senting the emotion surprised in the corresponding video.
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A.4 Results related with Chapter 3: Model Construc-

tion: Group-wise Effect Tests of Multiple Multi-

variate Function-on-scalar Regression
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(a) The means of the original simulated data
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(b) Estimation results based on permutation test with the standard deviation of data set as
0.05.
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(c) Estimation results based on permutation test with the standard deviation of data set as 2.

Figure A.10: The results of the estimation of the functional mean and of the group-
wise mean effects through the permutation test, using a sample size of 24 and a quantile
q = 1− α = 90%. These are the results for variate 2 in the simulated case.
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(a) The means of the original simulated data
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(b) Estimation results based on permutation test with the standard deviation of data set as
0.05.
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(c) Estimation results based on permutation test with the standard deviation of data set as 2.

Figure A.11: The results of the estimation of the functional mean and of the group-
wise mean effects through the permutation test, using a sample size of 24 and a quantile
q = 1− α = 90%. These are the results for variate 3 in the simulated case.
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(a) Group-wise patterns estimated via group comparisons.
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(b) FANOVA test results of observed and permutated statistics.

Figure A.12: The Group-wise patterns of AU01 under neutral and seven emotions,
together with the corresponding FANOVA test statistics
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(a) Group-wise patterns estimated via group comparisons.
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(b) FANOVA test results of observed and permutated statistics.

Figure A.13: The Group-wise patterns of AU02 under neutral and seven emotions,
together with the corresponding FANOVA test statistics
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(a) Group-wise patterns estimated via group comparisons.
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(b) FANOVA test results of observed and permutated statistics.

Figure A.14: The Group-wise patterns of AU04 under neutral and seven emotions,
together with the corresponding FANOVA test statistics
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(a) Group-wise patterns estimated via group comparisons.
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(b) FANOVA test results of observed and permutated statistics.

Figure A.15: The Group-wise patterns of AU05 under neutral and seven emotions,
together with the corresponding FANOVA test statistics
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(a) Group-wise patterns estimated via group comparisons.
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(b) FANOVA test results of observed and permutated statistics.

Figure A.16: The Group-wise patterns of AU07 under neutral and seven emotions,
together with the corresponding FANOVA test statistics
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(a) Group-wise patterns estimated via group comparisons.
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(b) FANOVA test results of observed and permutated statistics.

Figure A.17: The Group-wise patterns of AU09 under neutral and seven emotions,
together with the corresponding FANOVA test statistics



Methods and Extended Results 128

angry calm disgust fearful happy sad surprised

20 40 60 80 100 20 40 60 80 100 20 40 60 80 100 20 40 60 80 100 20 40 60 80 100 20 40 60 80 100 20 40 60 80 100

0

1

2

Frame

 E
ng

ag
em

en
t D

eg
re

e 
of

 A
U

10

Function Types

neutral

emotional

kernel

(a) Group-wise patterns estimated via group comparisons.
angry calm disgust fearful happy sad surprised
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(b) FANOVA test results of observed and permutated statistics.

Figure A.18: The Group-wise patterns of AU10 under neutral and seven emotions,
together with the corresponding FANOVA test statistics
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(a) Group-wise patterns estimated via group comparisons.
angry calm disgust fearful happy sad surprised

20 40 60 80 100 20 40 60 80 100 20 40 60 80 100 20 40 60 80 100 20 40 60 80 100 20 40 60 80 100 20 40 60 80 100

0

1

2

3

4

5

Frame

P
oi

nt
w

is
e 

Te
st

 R
es

ul
ts

 o
f A

U
12

Function Types

observed statistics

permutated statistics

(b) FANOVA test results of observed and permutated statistics.

Figure A.19: The Group-wise patterns of AU12 under neutral and seven emotions,
together with the corresponding FANOVA test statistics
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(a) Group-wise patterns estimated via group comparisons.
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(b) FANOVA test results of observed and permutated statistics.

Figure A.20: The Group-wise patterns of AU14 under neutral and seven emotions,
together with the corresponding FANOVA test statistics
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(a) Group-wise patterns estimated via group comparisons.
angry calm disgust fearful happy sad surprised
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(b) FANOVA test results of observed and permutated statistics.

Figure A.21: The Group-wise patterns of AU15 under neutral and seven emotions,
together with the corresponding FANOVA test statistics
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(a) Group-wise patterns estimated via group comparisons.
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(b) FANOVA test results of observed and permutated statistics.

Figure A.22: The Group-wise patterns of AU17 under neutral and seven emotions,
together with the corresponding FANOVA test statistics
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(a) Group-wise patterns estimated via group comparisons.
angry calm disgust fearful happy sad surprised
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(b) FANOVA test results of observed and permutated statistics.

Figure A.23: The Group-wise patterns of AU20 under neutral and seven emotions,
together with the corresponding FANOVA test statistics
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(a) Group-wise patterns estimated via group comparisons.
angry calm disgust fearful happy sad surprised
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(b) FANOVA test results of observed and permutated statistics.

Figure A.24: The Group-wise patterns of AU23 under neutral and seven emotions,
together with the corresponding FANOVA test statistics
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(a) Group-wise patterns estimated via group comparisons.
angry calm disgust fearful happy sad surprised

20 40 60 80 100 20 40 60 80 100 20 40 60 80 100 20 40 60 80 100 20 40 60 80 100 20 40 60 80 100 20 40 60 80 100

0.00

0.25

0.50

0.75

Frame

P
oi

nt
w

is
e 

Te
st

 R
es

ul
ts

 o
f A

U
25

Function Types

observed statistics

permutated statistics

(b) FANOVA test results of observed and permutated statistics.

Figure A.25: The Group-wise patterns of AU25 under neutral and seven emotions,
together with the corresponding FANOVA test statistics
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(a) Group-wise patterns estimated via group comparisons.
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(b) FANOVA test results of observed and permutated statistics.

Figure A.26: The Group-wise patterns of AU26 under neutral and seven emotions,
together with the corresponding FANOVA test statistics
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(a) Group-wise patterns estimated via group comparisons.
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(b) FANOVA test results of observed and permutated statistics.

Figure A.27: The Group-wise patterns of AU45 under neutral and seven emotions,
together with the corresponding FANOVA test statistics
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(a) Heatmap of group-wise patterns detected for emotion calm.
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(b) Heatmap of group-wise patterns detected for emotion happy.
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(c) Heatmap of group-wise patterns detected for emotion sad.



Methods and Extended Results 134

Patterns of emotion fearful
AU1

AU2

AU4

AU5

AU6

AU7

AU9

AU10

AU12

AU14

AU15

AU17

AU20

AU23

AU25

AU26

AU45

−0.5

−0.4

−0.3

−0.2

−0.1

0

0.1

Patterns of emotion fearful
AU1

AU2

AU4

AU5

AU6

AU7

AU9

AU10

AU12

AU14

AU15

AU17

AU20

AU23

AU25

AU26

AU45

−0.5

−0.4

−0.3

−0.2

−0.1

0

0.1

(a) Heatmap of group-wise patterns detected for emotion fearful.
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(b) Heatmap of group-wise patterns detected for emotion disgusted.
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(c) Heatmap of group-wise patterns detected for emotion surprised.
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A.5 Results related with Chapter 5: Framework for

Multivariate Multi-class Functions: Summary and

Conclusions
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Figure A.30: The evolution curves of AUs detected from the videos of actor11 under
different emotions. This actor is considered a good male actor.
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Figure A.31: The evolution curves of AUs detected from the videos of actor17 under
different emotions. This actor is considered a good male actor.
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Figure A.32: The evolution curves of AUs detected from the videos of actor5 under
different emotions. This actor is considered a bad male actor.
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Figure A.33: The evolution curves of AUs detected from the videos of actor19 under
different emotions. This actor is considered a bad male actor.
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Figure A.34: The evolution curves of AUs detected from the videos of actor2 under
different emotions. This actor is considered a good female actor.
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Figure A.35: The evolution curves of AUs detected from the videos of actor20 under
different emotions. This actor is considered a good female actor.
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Figure A.36: The evolution curves of AUs detected from the videos of actor6 under
different emotions. This actor is considered a bad female actor.
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Figure A.37: The evolution curves of AUs detected from the videos of actor12 under
different emotions. This actor is considered a bad female actor.
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