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BehuHa KIacM4YHMX ONTHMHM3ALMOHUX METOo/a HHje MOTrOJHA 3a NMPHMEHY y
IUCTpUOYHPAHOM OKpYXKEHY, T€ je MOTPEOHO pa3BUTH HOBE METOJAE KOjU
MOTY Jia OJrOBOpPE Ha M3a30BE KOjU MOTUYY M3 AUCTPHOYHPAHOT OKPYXKCHA.
OBa Te3a je (okycupaHa Ha IUCTPHOYHpaHE METOAE 3a ONTHMHU3ALHOHE
mpo0JeMe BEeIUKUX AUMCH3H]a.

PesynTatu mpenaBibeHH y OBOj TE3H Cy AONPUHOC 00JIacTH AUCTpUOyHpaHe
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KOje ce Memajy y BpEMEHY U 3a Jy)KHHE KOpaka KOje Ce Memajy 10 BpeMeHY
0e3 koopauHaiuje u3Mely KoMjyrepckux uBopoBa. OBO NPOIIUpPEHE j& O
MoceOHOr 3HAuyaja y TPAKTHYHHM MpPHMEHaMa TIJe Cy TPOMEHEe Yy
KOMYHUKALIMOHMM MpexaMma y3pOKOBaHE TEXHHYKHM mpobieMuMa y
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KOMYHHKALWMjH WIH y CIy4ajy CBE 3HAYajHUjHX IOKPETHHX CEH30PCKHUX
Mpexa.

JenHo ox rnmaBHUX NHTama y MeToJaMa AUCTPUOyHpaHE ONTHMU3ALMje je
onpehuBame ayKHHE Kopaka. Hamme, KiIacHuHe TEXHHKE TIJ00aIH3aIuje
MOMYT JIMHU]jCKOT MpeTpaKMBama HUCY MPUMCHJBUBE Yy OBOM OKBHpY, a
npuMeHa (UKCHE JyXXKHHE KOpaka 4ecto J0BOAM 10 crmopor merona. Cem
TOra, MpUMeHa (UKCHOT KOpaka 3aXTeBa MO3HABambE INIOOATHHUX KOHCTAHTH
KOje ce He MOTY jeJHOCTaBHO OLIEHUTH Y AUCTPUOYyHpAaHOM OKpyxemy. Ctora
je y Te3u mpemoxeH aucTpuOynmpanum mnpubmmkan IbyTHOB Merom ca
aJIaTHBHOM IY>KMHOM KOpaKa Koja ce MOXKe CpadyHaTH y AUCTpyOHpaHOM
OKpyXemy, a momohy Tako ozapheHe myxuHe KOpaka, y3 yoOH4ajeHe
MPETIIOCTABKE O PEryJIapHOCTH MpobieMa, METOA je TI00aHO KOHBEPTreHTaH
W 3aAp)kaBa JIOKaJHH pel KOHBEPIreHILHje KapaKTepUCTHYaH 3a
LEHTPAIM30BaHy ONTHMH3AIIH]Y.

CucreMHu JIMHEapHHX jeJHAYMHA BEIMKHX JUMEH3Mja Cy H3a30B M Kao
HE3aBUCHU NPOOJIEMH M Kao JIe0 ONTUMHU3ALMOHNX [OCTyIaKa Apyror peaa. Y
OINIITEM Cly4ajy, Yy CBakoj HTEpaljd MeToja JpYyror pepa, MHOMmyT
npubmKHOT EbyTHOBOT MeTona Koju je Beh moMeHyT, MOTpeOHO je peIuTH,
NPUOJIMXHO WM Ta4HO, CHCTEM JIMHEApHUX jeJHAYMHA Ja O ce O/peNHo
IpaBal] NpeTpaxkuBama. JUcTpHOYHpaHO OKpYKEeHme M OBJE IpEICTaBIba
n3a30B. MeToje HENOKpeTHe Tauyke Cy IO3HaTe Kao edukacaH HaduH
pelaBamba CHCTEMa JIMHEAPHHX jeHAYMHA y IEHTPAIM30BAaHOM OKDPYXKCHY.
OBze je mpexcraB/beHa Kiaca IUCTPHOYMPAaHHMX METOJA THIIA HEMOKPETHEe
Tauke Koja je mpuiaroheHa mucTpuOyupaHOM OKpyxkemy. [lokazaHo je nma
MOCTYIIH TIPEIOKEHOT THIIA KOHBEPTHPajy 3a CTATHYHE M HPOMCHJBHBE
KOMYHUKAI[MIOHE MpEXKe, a pe3ylaTaTd O KOHBEPICHIHjH Cy aHaJIOrHU
pe3yiTaTEMa y IeHTPAIN30BaHOM CIIy4ajy.

VY mocnenmeM Ienly Te3e je pasMTpaH MpoOieM HajMamuX KBajgpara BeoMa
BEJIMKE IMMEH3HMjeé MOTHUBHCAH MpPOOJIEMOM AWTHTANH3alMje KaTaCTapCKUX
Mmama. Beoma Benuka auMeH3uja mpoGiemMa MpeicTaBiba TIaBHH IpoOieM 3a
NPUMEHY KJIACHYHUX METOJa, JIOK je peTKa CTpyKTypa mpobiema HpHpoHa
MOryliHOCT 3a NpUMEHy MapalelHUX MeToga. Y Te3M je INPEACTaBJbeH
npubmkan JleBeHOepr-MapkapoB MeTOJ 32 pellaBambe PeTKuX npobiieMa
HajMamUX KBajapata. PeTka cTpyKkTypa je HcKopuinmheHa Kao OCHOB 3a
neduHECame CTpaTernje THIIA HEMOKPETHE Tauke KojoM ce oapelyje mpasaig
IpeTpakMBamba Ha HAYMH KOjH je MOrofiaH 3a napaienusaiujy. [IpencraBbena
je TeopHWjcka aHaNM3a M IOKa3aHa riobajHa M JOKaJIHa KOHBEPIeHIHja MOJ
KJIACHYHMM TIPETIIOCTaBKaMa 3a 0Baj THII Ipobiiema.

CBH NpeI0KEHN METO/IM CY HMIUIEMEHTUPAHH M TECTHPAHU Ha PEJICBAHTHUM
TecT npuMmepuMa. HyMepHuKH pe3yiaTaTH cy eMIMPHUjCKH I[OTBPIHIN
Teopujcka TBphema. [lopen Tora, mpemtokeHH MeTOIU cy ymnopeheHum ca
Haj3HayajHUjUM TmoctojehrM Mmeromama 3a oxromapajyhe kimace mpoOiema U
MI0Ka3aHa j€ IbHX0Ba KOMIICTHTHBHOCT.
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Many modern applications require networks of computational agents to solve
optimization problems in a cooperative manner, while the growing interest in
Big Data and machine learning calls for method that are able to solve
problems of increasingly large dimension. This poses many challenges in the
field of optimization as most classical methods are not suitable for the
distributed framework: new algorithms need to be developed, that are able to
deal with the practical limitations deriving from the distributed setting. This
thesis focuses on distributed methods for large scale optimization.

The contributions of this thesis to the area of distributed optimization are the
following. First of all, we extend the convergence analysis of a class of
existing first-order distributed methods to the case of time-varying networks
and uncoordinated time-varying stepsizes. This extension is particularly
relevant as changes in the communication network are common in practical
applications due to possible technical failures in the communication and the
increasing relevance of mobile sensor networks.

One of the main issues for distributed optimization is the selection of the
stepsize: classical globalization such as line search are not feasible in the
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multi-agent framework, while employing a fixed stepsize is known to often
cause the method to be slow and usually requires the knowledge of the
regularity constants of the problem, which can be hard to estimate
distributedly. To overcome these issues we propose a distributed Inexact
Newton method that relies on an adaptive choice of the stepsize, which can be
computed distributedly and, under suitable regularity assumptions, ensures
both global convergence and local fast convergence as in the centralized case.

Systems of linear equations and large dimensions are a problem of interest by
itself and as a part of second-order optimization methods. In general, in each
iteration of the second-order method, like Inexact Newton method mentioned
above, one has to solve a system of linear equations, either approximately or
exactly, to get the search direction. Again, distributed environment represents
a challenge. Fixed point methods are a known to be very effective in the
centralized framework for linear system of large dimensions. We propose here
a class of distributed fixed point methods that works in the distributed setting.
We show that such methods converge for both static and time-varying
network, achieving convergence results analogous to those that can be proved
for the centralized case.

Finally, in the last part of the thesis we consider the least square problems of
very large dimension motivated by digitalization of cadastral maps. The
dimension of the problem represent the main difficulty for classical method
while the sparse structure presents an opportunity to be exploited in parallel
computational framework. We present an Inexact Levenberg-Marquardt
method for sparse least squares problem. The method exploits the underlying
structure of the problem to define a fixed-point strategy for the computation of
the search direction that is suitable for parallelization. Theoretical analysis is
presented and we show both global and fast local convergence under the
classical assumptions for least squares problems.

All presented methods are implemented, and tested on relevant examples. The
numerical results reveal that the theoretical results are confirmed by empirical
evidence. Furthermore, the proposed methods are compared with the
corresponding  state-of-the-art methods and their competitiveness is
demonstrated.
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Abstract

Many modern applications require networks of computational agents
to solve optimization problems in a cooperative manner, while the
growing interest in Big Data and machine learning calls for method
that are able to solve problems of increasingly large dimension. This
poses many challenges in the field of optimization as most classical
methods are not suitable for the distributed framework: new algo-
rithms need to be developed, that are able to deal with the practical
limitations deriving from the distributed setting. This thesis focuses
on distributed methods for large scale optimization.

The contributions of this thesis to the area of distributed optimiza-
tion are the following. First of all, we extend the convergence anal-
ysis of a class of existing first-order distributed methods to the case
of time-varying networks and uncoordinated time-varying stepsizes.
This extension is particularly relevant as changes in the communi-
cation network are common in practical applications due to possible
technical failures in the communication and the increasing relevance
of mobile sensor networks.

One of the main issues for distributed optimization is the selection of
the stepsize: classical globalization such as line search are not feasi-
ble in the multi-agent framework, while employing a fixed stepsize is
known to often cause the method to be slow and usually requires the
knowledge of the regularity constants of the problem, which can be
hard to estimate distributedly. To overcome these issues we propose a
distributed Inexact Newton method that relies on an adaptive choice
of the stepsize, which can be computed distributedly and, under suit-
able regularity assumptions, ensures both global convergence and local
fast convergence as in the centralized case.

Systems of linear equations and large dimensions are a problem of in-



terest by itself and as a part of second-order optimization methods.
In general, in each iteration of the second-order method, like Inexact
Newton method mentioned above, one has to solve a system of linear
equations, either approximately or exactly, to get the search direction.
Again, distributed environment represents a challenge. Fixed point
methods are a known to be very effective in the centralized frame-
work for linear system of large dimensions. We propose here a class of
distributed fixed point methods that works in the distributed setting.
We show that such methods converge for both static and time-varying
network, achieving convergence results analogous to those that can be
proved for the centralized case.

Finally, in the last part of the thesis we consider the least square prob-
lems of very large dimension motivated by digitalization of cadastral
maps. The dimension of the problem represent the main difficulty for
classical method while the sparse structure presents an opportunity to
be exploited in parallel computational framework. We present an In-
exact Levenberg-Marquardt method for sparse least squares problem.
The method exploits the underlying structure of the problem to de-
fine a fixed-point strategy for the computation of the search direction
that is suitable for parallelization. Theoretical analysis is presented
and we show both global and fast local convergence under the classical
assumptions for least squares problems.

All presented methods are implemented, and tested on relevant ex-
amples. The numerical results reveal that the theoretical results are
confirmed by empirical evidence. Furthermore, the proposed methods
are compared with the corresponding state-of-the-art methods and
their competitiveness is demonstrated.



Apstrakt

Mnogi savremeni matematicki modeli zahtevaju resavanje prob-
lema optimizacije na mrezi racunarskih ¢vorova u kooperativnom re-
zimu dok rastudi interes za velike skupove podataka i masinsko ucenje
zahteva metode kojima je moguce resiti probleme sve ve¢ih dimenz-
ija. Vecina klasi¢nih optimizacionih metoda nije pogodna za primenu
u distribuiranom okruzenju, te je potrebno razviti nove metode koji
mogu da odgovore na izazove koji poticu iz distribuiranog okruzenja.
Ova teza je fokusirana na distribuirane metode za optimizacione prob-
leme velikih dimenzija.

Rezultati predstavljeni u ovoj tezi su doprinos oblasti distribuirane
optimizacije u sledeé¢im aspektima. Prvo je proSirena analiza kon-
vergencije za klasu postojec¢ih distribuiranih metoda prvog reda, za
slucaj komunikacionih mreza koje se menjaju u vremenu i za duzine ko-
raka koje se menjaju po vremenu bez koordinacije izmedu kompjuter-
skih ¢vorova. Ovo prosSirenje je od posebnog znacaja u prakti¢nim
primenama gde su promene u komunikacionim mrezama uzrokovane
tehnickim problemima u komunikaciji ili u slucaju sve znacajnijih
pokretnih senzorskih mreza.

Jedno od glavnih pitanja u metodama distribuirane optimizacije je
odredivanje duzine koraka. Naime, klasi¢ne tehnike globalizacije poput
linijskog pretrazivanja nisu primenjljive u ovom okviru, a primena fi-
ksne duzine koraka cesto dovodi do sporog metoda. Sem toga pri-
mena fiksnog koraka zahteva poznavanje globalnih konstanti koje se
ne mogu jednostavno oceniti u distribuiranom okruzenju. Stoga je u
tezi predlozen distribuirani priblizan Njutnov metod sa adaptivnom
duzinom koraka koja se moze sracunati u distribuiranom okruzenju,
a pomocu tako odredene duzine koraka, uz uobicajene pretpostavke
o regularnosti problema, metod je globalno konvergentan i zadrzava
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lokalni red konvergencije karakteristican za centralizovanu optimizaciju.
Sistemi linearnih jednac¢ina velikih dimenzija su izazov i kao nezavisni
problemi i kao deo optimizacionih postupaka drugog reda. U opstem
slucju, u svakoj iteraciji metoda drugog reda, poput pribliznog Njut-
novog metoda koji je ve¢ pomenut, potrebno je resiti, priblizno ili
tacno, sistem linearnih jednacina da bi se odredio pravac pretrazivanja.
Distribuirano okruzenje i ovde predstavlja izazov. Metode nepokretne
tacke su poznate kao efikasan nacin resavanja sistema linearnih jednacina
velikih dimenzija u centralizovanom okruzenju. Ovde je predstavljana
klasa distribuiranih metoda tipa nepokretne tacke koja je prilagodena
distribuiranom okruzenju. Pokazano je da postupci predlozenog tipa
konvergiraju za stati¢ne i promenljive komunikacione mreze, a rezul-
tati o konvergenciji su analogni rezultatima u centralizovanom slucaju.
U poslednjem delu teze je razmatran problem najmanjih kvadrata
veoma velike dimenzije motivisan problemom digitalizacije katastarskih
mapa. Veoma velika dimenzija problema predstavlja glavni problem
za primenu klasi¢nih metoda dok je retka struktura problema prirodna
mogucnost za primenu paralelnih metoda. U tezi je predstavljen pri-
blizni Levenbrg-Markardov metod za resavanje retkih problema naj-
manjih kvadrata. Retka strukutura problema je iskoriS¢ena kao os-
nov za definisanje strategije tipa nepokretne tacke kojom se odreduje
pravca pretrazivanja na nacin koji je pogodan za paralelizaciju. Pred-
stavljena je teorijska analiza i pokazna globalna i lokalna konvergencija
pod klasi¢nim pretpostavkama za ovaj tip problema.

Svi predlozeni metodi su implementirani, i testirani na relevantnim
test primerima. Numericki rezultati su emprijski potvrdili teorijska
tvrdenja. Pored toga, predlozeni metodi su uporedeni sa najznac¢ajnim
postoje¢im metodama za odgovarajuce klase problema i pokazna je
njihova kompetitivnost.
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Introduction

Recent advantages in technology such as the advent of Big Data
and the continuous development of wireless communication systems
able to support computational networks of increasing size has given
rise to many practical applications that require the solution of op-
timization problems involving data sets of extremely large size and
that are often stored over a large number of computational units. Ap-
plications of this kind require optimization methods that are able to
deal with the challenges offered by the new framework. Optimization
problems need to be solved in a cooperative manner by several com-
putational units, appropriately handling size, privacy requirements,
time constraints, as well as some technical limitations such as limited
communication capabilities and computational power of the machines.

The need for methods that are able to solve optimization prob-
lems in this framework created the field of distributed optimization,
which focuses on developing new methods designed specifically for
the framework at hand, as well as adapting well-established classi-
cal optimization methods, such as gradient descent, Newton’s method
and ADMM, by designing strategies that work around the limitations
posed by the distributed setting. Such methods should ideally be able
to provide a solution to the given problem without explicitly sharing
data among the machines and in general without excessive communi-
cation along the network. Moreover, given the practical nature of the
applications that originate the framework, in order to be considered ef-
fective, methods should be somehow robust to possible technical issues
in the network such as machines temporarily not working as well as
occasional disruptions in the communications. While the distributed
nature of the problem is the main obstacle to the application of clas-
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sical methods, and the main focus of a large part of the algorithms
proposed in this context, it is important from the practical point of
view to develop methods that work in this framework but that at the
same time are also suitable for large scale problems by applying typ-
ical strategies such as iterative procedures for the solution of linear
systems, careful selection of the stepsizes, and so on.

The main topic of this thesis are distributed methods for large
scale optimization problems. In Chapter 1 we set the notation and
recall some useful classical results from linear algebra, real analysis
and graph theory, as well as classical optimization methods that are
the basis of the methods the we propose and discuss in Chapters 3-6.
In Chapter 2 we introduce the distributed optimization framework by
discussing typical problems and assumptions and presenting a review
of the current literature. In Chapters 3-6 we present the original con-
tributions of the thesis.

In Chapter 3 we consider a class of distributed gradient based meth-
ods and we extend its convergence analysis to the case of time-varying
directed networks, and time-varying uncoordinated (that is, node- de-
pendant) stepsizes, [39]. We show that given assumptions over the
sequence of networks, which in particular do not include strong con-
nectivity at all times, a suitable interval for the stepsizes can be found,
such that the considered method retain convergence properties analo-
gous to those proved for constant networks and stepsizes. Numerical
results show that asynchronous choices of the stepsizes can signifi-
cantly improve the performance of the methods in the considered class,
compared to the fixed step-size.

In Chapter 4, we propose a distributed Inexact Newton method that
combines penalty formulation of the problem, Jacobi Overrelaxation
method to compute the direction distributedly and uses an adaptive
stepsize to generate a new iterate, [29]. Under suitable assumptions
on the regularity of the objective function and on the connectivity
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of the underlying network, we can prove both global and fast local
convergence, with convergence order depending on the choice of the
forcing parameters. The adaptive stepsize strategy yields larger steps
and thus generate a faster method, with the additional advantage of
working without a priori knowledge of the global constants. The re-
sults are a generalization of Polyak stepsize (both deterministic an
adaptive) for the Newton method in the centralized case. The method
is compared numerically with other second and first order distributed
methods showing the good performance of the proposed method when
considering problems of large dimension.

In Chapter 5 we propose a class of fully distributed fixed point meth-
ods for the solution of linear systems of equations, [28]. The proposed
method works for both static and time-varying networks and we are
able to prove convergence results that are analogous to those of fixed-
point methods in the centralized framework. We also present a set of
numerical results that show the effectiveness of the proposed strategy
compared to other distributed methods for the solution of linear sys-
tems and to distributed optimization methods applied to the quadratic
reformulation of the linear system.

In Chapter 6 we consider a parallel method for large sparse Least-
Squares problem that arise from localization problems, [20]. In par-
ticular we present an inexact Levenberg-Marquardt method that ex-
ploits the particular structure of the considered problems to compute
a search direction at each iteration in a parallel fashion. We show
that, under suitable assumptions over the objective function and the
parameters of the algorithm, one can prove for the proposed method
convergence results that are completely analogous to those of the cen-
tralized Inexact Levenberg-Marquardt method. We present a set of
numerical results that demonstrate the effectiveness of the considered
method compared to its centralized counterpart. This part of the
research is motivated by the specific industrial application - digital-
ization of cadastral maps in the Netherlands, and is carried out in
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Chapter 1

Preliminaries

In this chapter, we set the notation used in the thesis and we present
the basic definitions and many classical results that will be used in the
following chapters.

1.1 Linear Algebra, Real Analysis and
Graph Theory

We denote with N and R the set of natural and real numbers respec-
tively, we define Ng = N U {0} and we use R. to indicate the set
of positive real numbers. Given n € N, we denote with R" the n-
dimensional real vector space. If x is in R™ we assume that it is a
column vector and we denote with xq,...,z, € R its components.
We use R™™ to represent the vector space of matrices with n rows, m
columns and entries in R. Given a matrix A € R™"*™ we denote its com-
ponents with a;; for i = 1,...,n and j = 1,...,m while 4; € R>*™
will denote the i-th row of A. For any A € R™™ we denote with
AT € R™" its transpose and we say that A is symmetric if A = AT.
Given n € N, we denote with I, the identity matrix in R"*"”. When
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the order n is clear from context, we drop the index n. Moreover, we
denote with e’ € R™ the the vector that has i-th component equal
to 1 and zero everywhere else, and with e € R"™ the vector with all
components equal to 1.

Given a vector x € R™ partitioned into NV blocks, we denote with
x; € R"™ the i-th block of x. Analogously, given a matrix A € R™VxnV
partitioned into N x N block we denote with A;; the block in position
(,7). That is,

X1 All AlN
x=| | A= '
XN ANl ANN

Given a symmetric matrix A € R™" we denote with eig(A4) =
{Ai}iz1.n the set of eigenvalues of A and we always assume that A; >
-+ > )\,. We will also use the notation Ay, and M. to denote the
eigenvalue with the smallest and the largest absolute value, respec-
tively. Moreover, we denote with Span(A) the subspace generated by
the columns of A and with Ker(A) its null space.

If A # 0 for every A € eig(A) we say that A is nonsingular and we
denote with A~! its inverse.

Definition 1.1. Given a matriz A € R™™"™ we say that A is positive
semi-definite if for every x € R™ we have x' Ax > 0. We say that the
matriz is positive definite if the above inequality is strict.

Given a,b € R we use the notation al, < A < bl, to indicate the
fact that for every \ € eig(A) we have a < A <b.

Definition 1.2. The function || - || : R — R is a norm on R" if
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i) ||x]| > 0 for every x € R, and ||x|| =0 if and only if x =0
i) ||ax|| = |a|||x|| for every a € R;x € R™
iit) |x +yl < [x[|+ llyll for every x,y € R"

Inequality ii7) is referred to as triangular inequality. The following,
called reversed triangular inequality, holds for every norm and every

X,y:
Ix =yl = lIx[l = llyll

We will use the following vector and matrix norms:

" 1/2
Il = (z )
=1

[[%]|oc = max ||
i=1ln

1A[l2 = (Amax(ATA)) 2
[ Ao = gﬁfz |aij]
j=1

For every x € R" and A € R™™ symmetric, the following inequal-

ities hold o
X[loo < [Ix[l2 < n'2]x]|2

Amin (A)[1x][2 < [[A%[l2 < Amax (A)[|x]]2

Moreover the norms above are sub-multiplicative. That is, for
every A, B € R™" we have

[ABll2 < [All2[|Bll2 [[ABlloe < [[Allooll Blloo-

Given two vectors x,y € R" we have the following inequality, re-
ferred to as Cauchy-Schwartz inequality:

x'y < [x[llyl
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Definition 1.3. Given a sequence {x*}3°, C R™ we say that {x*} is

i) bounded if there exists M € R such that |x*|| < M for every
k e Ny

i) Cauchy if for every e > 0 there exists k € Ny such that ||x*—x!|| <
e for every s,l > k.

ii1) convergent if there exists x* sgch that limy_, o x* = x*. That is,
if for every e > 0 there exists k € Ny such that ||x* —x*|| < e for
every k > k

Lemma 1.1. Given a sequence {x"}3°, € R™ we have that
1. {x*} is convergent if and only if it is a Cauchy sequence

2. if {x*} converges to x* € R" then all its subsequences also con-
verge to x*.

Definition 1.4. Given a sequence {x*}32, C R" and a point x € R",
we say that X is an accumulation point of {Xk} if for every open subset
C C R" such that X € C, we have that x* € C for infinitely many
values of k € Ny.

Lemma 1.2. Given a sequence {x"}32, € R™ we have that if {x*} is
bounded then it has at least one accumulation point. Moreover, if X
is an accumulation point of {x*}, then there erists a subsequence of
{x*} that converges to x. That is, there exists X C Ny infinite subset
such that limyeq x* = X.

Definition 1.5. Consider a sequence {x*}2°, C R"™ such that x* con-
verges to x* € R"™ as k tends to +00 and assume that there exist ¢ > 1
and C > 0 such that

tim X=X _
O T
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We say that the convergence is linear if ¢ = 1 and C' > 1, superlinear
if ¢ € (1,2), and quadratic if ¢ = 2.

Definition 1.6. Given a sequence {x*}2°, C R"™ such that x* con-
verges to x* € R™ as k tends to +oo, we say that the convergence is
R-linear if there exist {ex}32, C R such that such that for every index
k large enough

k

I = x| < e

and gy converges to 0 linearly.

Given A € R™"™ nonsingular and b € R", consider the linear
system
Ax=Db (1.1)

and the sequence {x}?°, generated by the following

{XO eR" (1.2)

xFt = Mx* +d

where M € R™™ and d € R". We say that x* € R" is a fized point of
(1.2) if
x*=Mx"+d

and that (1.2) is a fixed point method for the solution of the linear
system (1.1) if Ax* = b. The following theorem states sufficient condi-
tions for the convergence of (1.2) and provides a bound to the distance
of x* from x*.

Theorem 1.1. Given M € R™" and d € R", if Apax(M) < 1 then
for every choice of x° € R™ the sequence {x"}°, generated by (1.2)
converges to the fived point x*. Moreover, for every iteration index k
we have

1" = x| < Amax (M) [[x* = x"]|.
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Given a linear system (1.1) several fixed-point methods have been
developed in literature to find the solution, depending on the proper-
ties of the coefficient matrix A. We report here two examples that will
be relevant in the following chapters.

Assume that A € R" is a nonsingular matrix with nonzero diagonal
entries and let us consider the splitting A = D — B, where D is the
diagonal matrix D = diag(as, ..., an,). The Jacobi method is defined
by (1.2) with

-1 .
M_D_lB_.MJ (1.3)
d=D"b.

k+1

Equivalently, at iteration k, we define z; " for : = 1,...,n as follows:

ot = Z a;xh + d;.

Wi ;1) i

From Theorem 1.1 we know that the Jacobi method converges lin-
early to the solution of (1.1) if Ayax(D~'B) < 1 which is a condition
satisfied, for example, by diagonally dominant matrices. To speed up
convergence and extend the class of matrices for which the method is
convergent, Jacobi Overrelaxation method (JOR) introduces the re-
laxation parameter w € R and defines the sequence {x"}2° as in (1.2)
with

M =wD'B+(1—w)I

d=D""b.

Component by component, the k-th iteration of JOR is given by

ol = (1 —w)zkf - = ( Z i +b) Lne o (1.4)

J=1,j#1

If the matrix A is symmetric and positive definite, we can prove that
the sequence {x*} generated by JOR method converges to the solution
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of (1.1) for every choice of w such that

2
wel0, —— ],
( )\max(MJ))

where the matrix M is defined as in (1.3).
Given two matrices A € R™™ and B € RP*? we denote with A ® B
the Kronecker product of A and B. That is

CL11B . almB
A® B = : : € R"Pxme
amB ... apmB

Definition 1.7. Given a matric A € R™"™ with a;; > 0 for every
1,7 =1,...,n we say that A is:

i) row-stochastic if Z?:l a;; = 1 for every row index i,
i) column-stochastic if Y, a;; = 1 for every column indez j;
ii1) doubly-stochastic if it is both row and column-stochastic.

Lemma 1.3. If A € R"" is a row (resp. column) stochastic matriz
then |N;(A)| <1 for everyi=1,...,n, Apax = A1 = 1 and e € R" is
a right (resp. left) eigenvector of A for the eigenvalue 1.

In this thesis we will generally consider smooth real valued func-
tions. Given a function f : R® — R we say that it is continuously
differentiable if for every ¢ = 1, ..., n the partial derivative 0,, f exists
and is continuous everywhere in R”. Analogously, we say that f is
twice continuously differentiable, or smooth, if d,,0,,f exists and is
continuous everywhere in R” for i,5 = 1,...,n. Given a twice con-
tinuously function f : R" — R we denote with Vf(x) € R" and
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V2f(x) € R™" the gradient and the Hessian matrix of f respectively.
That is, for every 7,7 =1,...,n
92
02,0z,

0
Vfx)i= ;f(x), V2 f (%) f(x).
Given a continuously differentiable f : R — R™, with f(x) =
(f1(X),..., fm(x))" we denote with J;(x) € R" the Jacobian matrix
of f, defined as follows

V)"
Jr(x) = : e R™",
V fm(x) "
That is, for every : = 1,...,m and every 7 = 1,...,n we have
0

Jp(x)ij = a—fi(x)-

Zj

We will often use the notation J(x) when it is clear that the Jacobian
is referred to a given function.

Definition 1.8. Given a function f : R" — R™ and a constant
L > 0 we say that f is L-Lipschitz continuous if for every x,y € R"
we have

170 = F)Il < Lix =yl

Definition 1.9. Given a function f : R® — R, f is convex if for
every X,y € R and every o € [0, 1] we have

flax+ (1 —a)y) < af(x)+ (1 —a)f(y).

Definition 1.10. Given a differentiable function f: R"™ — R and a
constant p > 0 we say that f is p-strongly convez if for everyx,y € R”
we have

) 2 16+ VF6) Ty =) + Sy =]
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Lemma 1.4. Assume that the function f is given by
f(x) = Zfz(x), with f; : R" — R.
i=1

If for every i = 1,...,m the function f; is L;-Lipschitz continuous
with L; > 0 then f is Lipschitz continuous with constant L = 2111 L;.
Analogously, if f; is p;-strongly convex for every i, then f is u-strongly
conver with =" "7" | f1;.

Lemma 1.5. Given a twice continuously differentiable function f :
R"™ — R, the following properties hold

1. the Hessian matriz V2 f(x) is a symmetric;

2. if Vf is L-Lipschitz continuous, then for every x € R™ we have
that
Amax (V2f(x)) < L;

3. f is p-strongly convex if and only if
)\min (V2f(X)) 2 22

We have the following results, referred to as first and second order
Taylor expansion, respectively.

Theorem 1.2. If f: R" — R s continuously differentiable then for
every X,d € R™ we have

f(x+d) = f(x) +/01 Vf(x+td)'d dt

and there exists s € [0,1] such that
fx+d) = f(x)+Vf(x+sd)'d
In particular, we have

flx+d) = f(x) + Vfx+d)'d+O(|d]f). (1.5)
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Theorem 1.3. If f : R" — R is twice continuously differentiable
then for every x,d € R" we have

Vf(x+d) :Vf(x)+/1v2f(x+td)d dt

0

and there exists s € [0, 1] such that
1
f(x+d)=f(x)+Vfx+d)'d+ 5clTVQf(x +sd)d.  (1.6)

The following theorem, which is an adaptation of a classical result
in control theory [13] and is usually referred to as Small Gain Theorem,
is widely used in the convergence analysis of optimization method
in the distributed setting [47, 48, 24] and will be the basis of the
results that we present in Chapter 3. Given a sequence of vectors
x = {x"}22, C R", anorm | - || on R?, and two constant ¢ € (0,1)
and K € Ny we define the following quantities

1
I = o { 5

1
) k
X = su — [|X .

One can notice that, since 0 < § < 1, proving that |x||° is bounded
implies that ||x*|| goes to zero at least as fast &

The version of the theorem that we state here assumes that two
sequences are given, but the same result can be extended to the case
of an arbitrary large number of sequences.

Theorem 1.4. [13] Let x = {x*}2°,, y = {y"}%2, be two sequences
in R™ and assume that there exists § € (0,1), y1,72 > 0 such that
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Y1 - 72 < 1 and for all K € Ny the following inequalities hold

[ < Iy | + wi,

’5,1(

Y11 < el + we,

then
Ix||° < Wiy + Wa
T l=mme
and limy,_,oo x* = 0 R-linearly.

We now introduce a few definition and results in graph theory,
which will be important when considering the underlying communica-
tion network in the distributed framework.

Definition 1.11. We define an undirected graph G as the couple (V, E)
where V. C N and &€ C {{u,v} | u,v €V }.

Definition 1.12. We define a directed graph G as the couple (V,E)
where V C N and € CV x V.

Given a graph (directed or undirected) G, we refer to V and € as
the set of vertices and edges of G, respectively.

Definition 1.13. We say that a network G = (V, &) is simple if each
edge appears at most once in E.

Equivalently, an undirected graph can also be defined as a directed
graph G = (V, €) such that for every (i, j) € € we also have (j,i) € €.
For this reason, from now on we will use the notation (7, j) to indicate
the edge between node ¢ and node j, also in case the network § is
undirected.

Definition 1.14. Given an undirected network G = (V, &), for every
1 € V, we denote with N; the set of neighbors of node i. That is
N; ={j €V such that (i,7) € E}. We define the degree of i, denoted
with deg(i), as the cardinality of N;.
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If the graph is directed we can define two neighbors and two degrees
for each node, taking into account the direction of the edges.

Definition 1.15. Given an undirected (resp. directed) graph G =
(V,€) and two nodes i,j € V we define a (directed) path of length
L from i to j as an ordered sequence (vi,...,vy) such that v; € V
for every I, vy = 1, v, = j and for every |l = 1 : L — 1 we have
(UI,UH_1) € E&.

Definition 1.16. If G is a directed network, we say that it is strongly
connected if for every i,j €V there exists a directed path from i to j.
We say that G is fully strongly connected if for every i,j € V we have
(1,7) € €. That is, if there is an edge in both direction between any to
nodes in the graph.

Definition 1.17. If G is an undirected network, we say that it is
connected if for every i,j € V there exists a path between i and j.
We say that G is fully connected if for every i, j € V we have (i, j) € €.

Definition 1.18. Given a graph G = (V, &) we define the distance
between two nodes i,j € V as the length of the shortest (directed) path
between i and j. We also define the diameter of the graph as the largest
distance between two nodes in G.

Definition 1.19. Given two graphs with the same set of nodes G; =
(V,€1), G2 = (V, &) we define the composition between Gy and Ga as
§=G309 =(V,&) with

& :={(j,i) € V* | 35 €V such that (j,s) € &1, (s,i) € Ea}.
That 1s, there is an edge from j to 1 in G9 0 Gy if we can find a path

from 7 to i such that the first edge of the path is in G and the second
edge is in Gs.
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This definition can be extended to finite sequences of graphs of
arbitrary length.

Given a graph § = (V,€) with |V| = n, if § is undirected and
simple, then it is possible to find a symmetric matrix W € R™*" such
that W is doubly stochastic, and for every ¢,5 = 1,...,n, w;; # 0
if and only if (7,j) € €. If G is connected, then we also have that
A (W) =1and |N(W)| <1 for every i =2,...,n.

1.2 Centralized Optimization

In this section we review the basic concepts and methods in nonlin-

ear optimization. When not stated otherwise, for the results in this
Section we refer to [50].

Given a set C C R™ and a function f : R"™ — R we consider the

problem of minimizing f over the set C'. That is, we want to compute

* = mi . 1.7

f*=min f(x) (L.7)

The goal of an optimization method is to find a point x* that

realizes the minimum of the function f. That is, x* € X* with X*
defined as

X*=argmin f(x) :={x e C |f(x) = f"}.

xeC

In this thesis we focus on unconstrained optimization. That is, we
assume that C = R" and therefore we want to solve

f* = min f(x). (1.8)

xeR”

Definition 1.20. Consider f : R — R and a point x € R™. We say
that x* is a global minimizer of f if f(x*) < f(x) for every x € R"



1.2 Centralized Optimization 33

We say that x* is a local minimizer of f if there exists a neighbourhood
N of x* such that f(x*) < f(x) for every x € N.

We say that x* is a strict global (resp. local) minimizer if it is a global
(resp. local) minimizer and the inequalities above are strict.

Definition 1.21. If f is a continuously differentiable function f :
R — R, x* € R" is a stationary point of f if V f(x*) = 0.

The following theorems give necessary and sufficient conditions for
a point x* to be a local minimizer of the function f.

Theorem 1.5 (Necessary Conditions). Given f : R" — R" and
x* € R. If f is continuously differentiable in a neighborhood of x*,
and xX* is a local minimizer of f then V f(x*) = 0. Moreover, if f is
twice continuously differentiable in a neighborhood of x*, then we also
have that the Hessian V?f(x*) is positive semi-definite.

Theorem 1.6 (Sufficient Conditions). Given f twice continuously dif-
ferentiable, if a point x* € R™ is such that V(x*) = 0 and V*f(x*) is
positive definite, then x* is a strict local minimizer of f.

In general we will focus on problems where the objective function f
is twice continuously differentiable and (strongly) convex. In this case,
the following theorem guarantees that problem (1.8) is equivalent to
finding a point where the gradient of f vanishes.

Theorem 1.7. If f is a convex function, then all local minimizers of
f are also global minimizers. Moreover, is f is continuously differen-
tiable, then all stationary points are global minimizers of f.

In this work we consider iterative for methods for the solution of
(1.8). That is, algorithms that, starting from a given initial guess
x? € R" generate a sequence of iterates {x"}?°, that converges to a
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solution x* of (1.8). For all the methods that we consider, the sequence
{xF}2, is generated as follows

{XO € R (1.9)

xF1 = xk 4 q,d¥

where d* € R™ and «a;, > 0. We refer to d¥ and a4, and as the direction
and the step size (or step length) at iteration k, respectively. Any
iterative method of this form is characterized by the specific choice
of the step size and the direction. That is, we define a method by
specifying how «y, and d* are computed at each iteration. Regarding
the choice of d* we will see here two main classes of methods: Gradient
and Newton’s method. We will also discuss a few strategies for the
choice of the step size ay.

1.2.1 Choice of the direction d*

Let us assume that f is continuously differentiable and, given a point

x*, let us consider the first order Taylor expansion (1.5) of f around
k

x":

f(xF +ad) = f(x") +aVF(x")Td" + *0 (||dk||2) )

It is easy to see that if Vf(x*)Td* < 0 then for a small enough, we
will have

f(xF +adb) < f(xM).

That is, if at iteration k the direction d* is such that V f(x*)"d* < 0,
then the value of the function f at the current iterate x* can be re-
duced along the direction d*. A vector d* that satisfies this property
is called a descent direction for f at x*, and most methods of the form
(1.9) assume the direction d* to be descent.
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The most simple choice for the descent direction is d* = —V f(x*),
which defines Gradient Descent method. With this choice for d* and
assuming that the step size is fixed at each iteration, we can prove the
following result.

Theorem 1.8. Assume that f is a continuously differentiable convex
function f : R" — R and that V f is L-Lipschitz continuous, and
let {x*} be the sequence generated by (1.9) with d* = —V f(x*) and
ay = a for every k. If o < 1/L then x* converges linearly to a solution

of (1.8).

Gradient Descent method with fixed step size is widely used in
many practical application because of its simplicity and because, since
it only requires first order derivatives and no additional computation
for the choice of the step size a4, every iteration is very cheap. How-
ever, it is in general slow, in the sense that it may require many itera-
tion to find a solution with good accuracy. First of all, depending on
the considered function f, the first order Taylor expansion may not be
a good local approximation of the function f, meaning that the direc-
tion d* may not be very good. Moreover, the choice of taking a fixed
step size also poses some issues: on the one hand the bound 1/L that
ensures convergence in Theorem 1.8 may be extremely small, causing
the method to preform a very large number if the initial guess x" is far
from the solution, on the other hand choosing a larger o may cause
the sequence {x*} to diverge. Later in this section we will discuss a
strategy for the computation of the step size that, by considering the
value of the function and its derivatives along the direction d¥, ensures
global convergence of the method, while allowing longer steps at some
iterations.

When the objective function f is twice continuously differentiable,
more sophisticated choices of the descent direction d* can be obtained
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by looking at the second order Taylor expansion (1.6). Given x* € R"
we consider the following approximation of f around x*:

FOE 4 ) mi(d) = Fx) + VAN T+ LTV (110)

and we compute the direction d* at iteration & by minimizing the
quadratic function my. That is, we take

di, = ardgegiinmk(d). (1.11)

It is easy to see that, if the Hessian V2 f(x*) is positive definite, then
(1.11) has a unique solution, given by

dy = —V2f(x") TV F(xP). (1.12)

The method defined by (1.9) with direction d* = d¥; is called New-
ton’s method.

Compared to Gradient Descent, Newton’s method is known for being
generally fast, in the sense that it usually converges with a small num-
ber of iterations. In particular, with suitable regularity assumptions
on the function f, it achieves local quadratic convergence. However,
depending on the considered function f and the dimension n of the
problem, there may be some issues. First of all, in order to compute
the Newton direction d¥ at each iteration one has to compute all sec-
ond order derivatives and to solve a linear system of size n, which may
cause each iteration of the method to become computationally expen-
sive, especially for problems of large dimension. Secondly, in order for
d%; to be a descent direction, the matrix V2f(x*) has to be positive
definite at each iteration. If the Hessian is singular or not positive
definite, the direction d* is not well defined, and even in case it is
positive definite, if at some iteration we have Ay, (V2f(xF)) is close
to zero, the linear system could become difficult to solve in practice



1.2 Centralized Optimization 37

and the method could become unstable.

To go around this second issue, the Hessian matrix in the local model
(1.10) is often replaced by a matrix By € R™*" which is purposefully
chosen in such a way that it is both a good approximation of the
true Hessian V2f(x*), but also has good spectral properties, so that
the system d* = —B_ 'V f(x*) is well-conditioned. Methods of this
kind are referred to as Quasi-Newton methods. Several strategies for
the computation of the matrix By have been proposed in literature
that retain the good convergence properties of the classical Newton’s
method.

While replacing the true Hessian V2 f(x*) with the approximation By
makes Quasi-Newton methods suitable for problems where the Hes-
sian of the objective function may be singular or nearly singular, they
still require a linear system of size n to be solved at each iteration. A
widely used strategy to reduce the per-iteration cost of Newton and
Quasi-Newton methods and make them suitable for problems of large
dimension, is to compute the direction d* by solving the linear systems
V2f(xF)d* = =V f(x*) or Bd* = —V f(x*) only approximately, up
to a controlled accuracy. Also in this case, conditions can be posed
on the accuracy for the computation of the direction d*, that ensure
local fast convergence of the methods.

1.2.2 Selection of the Step Size

We now discuss a few choices for the step size oy that will be relevant
in the following chapters.

We saw that for gradient method, taking the step size constant at
each iteration is a viable option, provided such a constant is small
enough (namely, smaller than the inverse of the Lipschitz constant
of the gradient of the objective function). However, we also noticed
possible issue with this kind of choice: on the one hand the step size
that ensures convergence could be small, causing the method to need
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a very large number of iterations to arrive at the solution; on the other
hand, the constant L is usually unknown, and working with a larger
step size may cause the method to diverge.

In general we saw that, whenever d* is a descent direction, for ay
small enough we have

f(xF + apd®) < f(xF). (1.13)

That is, we can always find a value of the step size that decreases
the value of the objective function. However, it can be proved that, in
general, a simple decrease condition like (1.13) is not enough to ensure
the convergence of the sequence to a solution of the problem. On the
other hand, given any direction d¥, the optimal choice for the step size
ay, would be the value that minimizes f along d¥, i.e.

o, = argmin (o), with p(a) = f(x* + ad¥). (1.14)
a€R~o

This choice ensures that at each iteration we decrease the value of
the objective function as much as possible along the current direction.
However, computing such a value of the step size requires the solution
of the additional optimization method (1.14) at each iteration, and
it is usually too expensive to be applied in practice. In order for an
iterative method to work and be practicable we need a way to com-
pute the step size that does not require excessive computation, ensures
sufficient decrease in the objective function and at the same time also
ensures that the step size is not too small.

A main strategy for the selection of the step size is line search with
Armijo and Wolfe condition, which we will now briefly describe. Given
two constants 0 < ¢; < ¢o < 1 we choose a4, such that the following
two conditions hold

f(x+ apd®) < F(xP) + cap Vf(xF)TdF (1.15)
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V(x4 apd®)Td* > ey, Vf(xF)Td* (1.16)

The first condition ensures sufficient decrease of the objective func-
tion, while the second one, usually referred to as curvature condition,
prevents the step size from becoming too small. The following lemma
shows that, with suitable assumptions over the function f, we can al-
ways find an interval of values of the step size that satisfies both the
conditions above.

Lemma 1.6. Assume that f is a continuously differentiable function
f:R* — R, x¥ € R*, f is bounded from below on the semi-line
{x*+ad*la > 0} and 0 < ¢; < ¢y < 1. Then there exists and interval
I C R.g such that conditions (1.15) and (1.16) hold for every a € 1.

To avoid multiple evaluations of the derivative of f at each itera-
tion, the second condition is usually not checked directly, and instead
a backtracking strategy is used, combined with the sufficient decrease
condition (1.15). The strategy consists in considering a decreasing
sequence of possible values of the step sizes, until one is found that
satisfies the Armijo condition or a given lower bound for the step size is
reached. The following algorithm describes the backtracking strategy
in more detail.

Algorithm 1.1 (Backtracking).
Input: 0 <t < to, g € (0,1), ¢; >0, x*, d*.
1: set m=0
2: while t,, >ty and f(x + t,d*) > f(x*) + c1t,, Vf(xF)Td* do
3 set tyr1 = qlm,
4: end while
5: return t,,
That is, starting from a trial step size ty > 0, we check if Armijo

condition holds. If it does, we set a; = tg and we proceed with the
method, otherwise, we compute a new trial step t; = gty for some
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q < 1 and we check the condition again. The strategy proceeds in
this way until a step t,, that satisfies Armijo condition is found, or
until the step size becomes too small. While this backtracking strat-
egy doesn’t ensure, theoretically, that the curvature condition will be
satisfied, since a lower bound on the step size is imposed directly by
choosing .y, it is usually assumed in practice.

The following theorem shows how Armijo and Wolfe conditions can
be used to analyze the behaviour of line-search methods.

Theorem 1.9. Consider [ : R" — R and let {x*}32, be the sequence
generated by a method of the form (1.9) where, for every iteration index
k, d* is a descent direction for f at x* and oy, satisfies conditions
(1.15) and (1.16). Assume that f is bounded from below and that
there exists an open set 2 C R™ such that

{x eR"|f(x) < f(x")} €,

f 1s continuously differentiable on Q2 and V f is L-Lipschitz continuous
on Q. Then, denoting with 0y the angle between d* and V f(x*) we

have
“+o00

D " cos(B)|Vf (xF)||P < +oc. (1.17)

k=0

Inequality (1.17) implies that

Jim cos(6))[[Vf(x)]| = 0

and therefore, if the descent direction d” is defined in such a way that
there exists o > 0 such that cos(fy) > o for every k, then V f(x*)
tends to zero as k tends to infinity. That is, if the step size satisfies
conditions (1.15), (1.16) and the direction d* does not tend to be or-
thogonal to the gradient, the sequence of gradients {V f(x*)} tends to
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zero. In particular, every accumulation point of the sequence {x*}2°
is a stationary point of f.

When the Hessian matrix V2 f(x*) is positive definite, we already
noticed that the Newton direction defined in (1.11) is a descent direc-
tion and therefore the results of the previous theorem hold for New-
ton’s method. The following theorems show that, under suitable reg-
ularity assumptions on the objective function, after a finite number
of iteration of Newton’s method, the full step size a = 1 is always
accepted. Moreover, we have that if the sequence starts close enough
to a stationary point, then the method converges quadratically.

Theorem 1.10. Assume that the same conditions of Theorem 1.9
hold, and additionally that the function f is strongly convex. Let
{x¥}52, be the sequence generated by (1.9) with d* = d%, Newton direc-
tion and oy computed like in Algorithm 1.1 withty =1 and ¢; € (0,1).
There exists c1 small enough and k € Ny such that oy, = 1 for every
k> k.

Theorem 1.11. Assume that f is a twice continuously differentiable
function f : R" — R, let x* € R™ be a stationary point of f and let
{x*}2, be the sequence generated by (1.9) with d* = d% and oy, = 1
for every k. Assume also that there exists r > 0 such that the Hessian
matriz V2 f is positive definite and L-Lipschitz continuous on B(x*,r).
Then there exists € > 0 such that if x° € B(x*,¢) the sequence {x"}
converges to x* quadratically. Moreover, {V f(x¥)} converges to 0
quadratically.

Theorems 1.9 - 1.11 together show that, when combined with the
line search strategy that we discussed, for convex functions Newton’s
method exhibits both global convergence and local quadratic conver-
gence.
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We already remarked that, when the dimension n of the problem
is large, computing the Newton direction at each iteration could be
prohibitively expensive. Moreover, when the current point x* is far
away from the solution, it may not be necessary to use the exact
Newton direction, as we could achieve similar results using a cheaper
approximation. This is the idea behind Inexact Newton method: at
each iteration of the algorithm we take d* as a vector that solves the
linear system inexactly, up to a given accuracy, and then perform the
line search procedure described above. More formally, we take d* € R”
such that

IV2f(x)d" + V(x| < mllVF(x)], with ne € [0,1). (1.18)

We can prove the following result, which is the analogous of Theorem
1.11 for Newton’s method.

Theorem 1.12. Let f be a twice continuously differentiable function
and let x* be a stationary point of f such that V2f(x*) is positive
definite. Assume that the Hessian matriz V2 f(X) is positive definite in
a neighborhood of x*, and let {x*} be the sequence generated by (1.9)
with ax = 1 and dy, satisfying (1.18) for a sequence {n} such that
0 <m, <7 <1. Then there exists ¢ > 0 such that if x° € B(x*¢),
we have

k

i) for 1 small enough the sequence X" converges to x* linearly

i) if kll)rfoo Nk = 0 then the convergence is superlinear

iii) if me = n||VF(x)|]° for some n >0, § € (0,1] then the conver-
gence is of order 1+ 9

In particular we notice that by choosing 1 proportional to ||V f(x*)]|
we recover the local quadratic convergence result that we stated for
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exact Newton’s method.

In [52] the authors propose a strategy for the choice of the step size
in Newton’s method that tries to reduce the number of function eval-
uation required by the line-search strategy that we discussed, while
still ensuring both global convergence and local fast convergence. The
details regarding this choice of the step length will be presented in
Chapter 3, together with its extension to Inexact Newton method and
to the distributed framework.

Regarding Gradient method, so far we considered the fixed step
size and the line-search strategy. In [2, 53, 54] the authors propose the
Spectral Gradient method. That is, a gradient based that incorporate
second order information into the choice of the step size. Given the
current point x* and the direction d* = —V f(x*) the step size is given
by aj = ak_l, where o, is defined as follows

(Skfl)Tykfl

(Sk—l)Tsk—l

with s"! = xF — x*1 and y*! = Vf(x*) — Vf(x*7!). The spec-
tral step size corresponds to applying a Quasi Newton method with
approximate Hessian matrix By = ak_lf , Where at each iteration oy
is chosen as the scalar that best approximates the secant equation
Bys® = y*. That is, o}, = argmin, g |0~ 1" — y* 1.

O —

1.2.3 Least-Squares Problem

We now briefly focus on the following unconstrained optimization
problem, that will be relevant in Chapter 6:

m

min F(x) with F(x) = 33" r,(x) = 5RO (1.19)
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where for every j = 1,....mr; : R* > Rand R = (r,...,7,) €
R™. The functions r; and R are usually referred to as residuals, and
residuals vector respectively.

The derivatives of F' are given by

In particular, it is easy to see that if the residual at the solution x* of
(1.19) is zero, then the second term in the expression for the Hessian
vanishes, and V2F(x*) = J(x*)"J(x*). More in general, J(x)"J(x)
provides a good approximation of the Hessian whenever r;(x) is small.
This is particularly relevant in practice because it implies that the Hes-
sian matrix of the objective function can be approximated using only
first order derivatives. Classical methods for least-square problems
(1.19) rely on this particular property of V2F.

The first method we consider, called Gauss-Newton method, is an
iterative method of the form 1.9, with d* = d%, given by

JMTI(xMdEy = —J(x) TR(xY). (1.20)

Notice that the Gauss-Newton direction df,y is the minimizer of the
following local model for F at x*

mi(d) = F(x5) 4 VF()Td+ 2d 7T TId (1.21)

d},y an approximation of the Newton direction d%, (1.12), obtained
replacing the Hessian matrix V2F(x) with J(x)"J(x) and therefore
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it is generally cheaper to compute than d%. Moreover, the matrix
J(x)"J(x) is always positive semi-definite and in particular d¥ is a
descent direction whenever J(x*) is nonsingular.

The following theorems show the global and local convergence
properties of Gauss Newton method.

Theorem 1.13. Let {x"}3°, be the sequence generated by Gauss-
Newton method with oy satisfying the line search conditions (1.15),
(1.16). Let us assume that r; is continuously differentiable and L-
Lipschitz continuous for every j = 1,...,m, that the level set =
{xeR"| F(x) < f(x")} is bounded and that that there exists y > 0
such that ||J(x)z|| > ~||z|| for every z € R™ and every x € N where N
s a neighborhood of €. Then

lim J(x*)"R(x*) = 0.

k—4o00
Theorem 1.14. Let us denote with x* the solution of (1.19) and,
gwen I > 0 let us denote with By = {x € R" | ||x — x*|| < l}. Let
us assume that r; is continuously differentiable and L-Lipschitz con-
tinuous in B, for every j = 1,...,m, that F(x*) = 0, and that J(x)
is nonsingular on B;. There exists ¢ > 0 such that if x° € B., the
sequence {x*}2, generated by Gauss-Newton method with oy = 1
converges to xX* quadratically.

Theorem 1.14 shows that, despite using an approximation of the
Hessian matrix, under suitable assumptions Gauss-Newton method
achieves the same convergence rate as Newton method.

In order to be well defined, the Gauss-Newton method needs the
Jacobian to be nonsingular at all considered points. Moreover, even
when J(x") is nonsingular, if A (J(x*)TJ(x¥)) is small the system
(1.20) may be ill-conditioned and therefore it may be hard to com-
pute the direction d*. The Levenberg-Marquardt (LM) method solves
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this issue by adding a regularization term to the coefficient matrix of
(1.20). That is, the LM direction at a generic iteration k is defined as

(J(M) T (x*) + o) dppy = —J (%) ' R(xY)

for some value of u; > 0. We notice that for p; = 0 the method be-
comes equivalent to the Gauss-Newton method discussed above, while
if yu, is large compared to ||.J(x)| the direction d¥,, tends to be close
to the gradient direction. In general, the definition of the damping
parameter py, is fundamental from both the theoretical and the prac-
tical point of view, and several choice have been proposed in literature
depending on the assumptions on the considered problem.

In the original version of LM method, the damping parameter
actually plays a double role: the one mentioned above of regulariz-
ing the linear system that arises at each iteration of Gauss-Newton
method, and that of ensuring global convergence. The idea behind
this choice of j, is the following. Let us assume that x* is the current
point, d¥,, is the LM direction computed with the current value of
the damping parameter py, and x is the candidate new step, defined
as x = x* +d¥,,. We compare the decrease in the objective function
with the decrease in the local model (1.21), then we accept/reject the
candidate step and update p; according to the comparison. That is,
given my, as in (1.21), we consider the ratio

F(x*) - (fc)
mi(0) — my(d )

If p is small, the new point is rejected, p; is increased and a new
direction d%,, is computed. If p is large enough, the candidate step
is accepted and we take prr1 < pi with the inequality being strict
or not depending again on the value of p. For this choice of the pa-
rameter i and ai = 1 for every k one can prove convergence results

p=
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completely analogous to those stated above for Gauss-Newton method.

In particular, for the described method to achieve the same con-
vergence properties of Gauss-Newton, one has to assume that the Ja-
cobian is nonsingular and that ||[R(x*)|| = 0. These assumptions can
be restrictive: many practical applications require the solution of a
non-zero residual least squares problem, and the Jacobian matrix is
often singular or nearly singular in practice. Different modifications
of LM method have been proposed in literature that employs different
updating scheme for the sequence {u;} and ensure good convergence
properties with weaker assumptions [31, 3, 18, 19, 71].

1.2.4 Constrained Optimization

We now briefly consider problem (1.7), in the case where C, referred to
as feasible set is the subset of points of R” that satisfy a given system
of equations. That is, we assume

C={xeR"|hij(x)=0,j=1,...,m}

where for every ¢ = j,...,m h; is a real-valued function on R".
Analogously to the unconstrained case, we give the following defi-

nition

Definition 1.22. A point x* € R™ is a local solution of (1.7) if

there exists a neighbourhood N of x* such that f(x*) < f(x) for every

xeNNnC.

A point x* € R" is a strict local solution if it is a local solution and

the inequality is strict.

Given a problem of this form, we define the Lagrangian function
L:R"xR":— R as

L(x,8) = f(x) + Zsjhj(x).
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The Langrangian function can be used to describe necessary and suf-
ficient optimality condition for problem (1.7).

Theorem 1.15 (Necessary Conditions). Assume that for every j =
1,...,m f,h; : R" — R are continuously differentiable functions,
that x* is a local solution of (1.7) and that the vectors Vhy(x*),...,
Vh,(x*) are linearly independent. Then x* is a KK T point for (1.7).
That is, h;(x*) =0 for j = 1,...,m and there exists s* € R™ such
that

ViL(x*,s") =0.

If f and h; are twice continuously differentiable for every j =1,...,m
the we also have

vIVZ L(x*,s")v >0 Vv € C(x*,s%)
where C(x*,s*) = {veR" | Vh;(x*)'v=0,j=1,...,m}.

Theorem 1.16 (Sufficient Conditions). Assume that for every j =
1,...,m f,h; : R" — R are twice continuously differentiable func-
tions and that x* € C. If there exists s* € R™ such that

VL (x*,8*) =0
vIVE L(x*s*)v >0 Vv € C(x*,s%),v#£0

then x* is a strict local solution for (1.7).

Several methods have been developed in literature for the solution
of constrained problems, depending on the properties of the objec-
tive function f and the feasible set C'.We describe here the quadratic
penalty method, that will be relevant in the next chapters.

Assume that we want to solve

min f(x) s.t. hj(x)=075=1,...,m (1.22)
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with f,h; : R* — R for j = 1,...,m. Given 8 > 0 we define the
quadratic penalty function ®4 as follows

Dy(x) = iﬁ >

The second term in ®g, referred to as the penalty term, is a mea-
sure of the constraint violation, weighted by the penalty parameter
B. The penalty term is 0 at x € R"™ if all constraints are satisfied
(that is if h;(x) = 0 for every j) and it becomes larger the further x is
from satisfying the constraint. Intuitively, solving the unconstrained
optimization problem

min ®4(x) (1.23)

xeR”

gives and approximation of the solution of (1.22), with the quality of
the approximation depending on the penalty parameter 5: if 3 is very
large, minimizing ®4 is similar to minimizing f over the whole R",
while the constraint violation becomes more relevant as § decreases.
On the one hand, taking a smaller § ensure a better approximation
of the solution of (1.22) as in ensures that the solution of (1.23) will
be close to satisfy the constraints. On the other hand, typically the
condition number of problem (1.23) increases as [ approaches 0, thus
solving the problem for g small may be difficult.

The idea behind the Quadratic Penalty method is that of solving
a sequence of unconstrained problems with objective function ®4, for
{Bs} decreasing, taking as initial guess for the (s+ 1)-th problem, the
approximate minimizer of ®g_.

Algorithm 1.2 (Quadratic Penalty Method).
Input: ¢y, 3, > 0, X’ € R"
1: fors=1,2,... do
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2:  wuse an iterative method starting at X°~! to find X° such that
s, (x°)]| < e

3:  choose Bs11 < fs
4:  choose €411 < €
5: end for

The sequence of penalty parameters s can be predefined or up-
dated in an adaptive fashion, depending on the progress made by the

algorithm and on the difficulty observed in solving the problem at line
2.

Theorem 1.17. Let us assume that f,h; are continuously differen-
tiable functions and that {X*} is the sequence generated by Algorithm
1.2 with limg €5 = limg 1 Bs = 0. Let X be a limit point of
{x°}. If x is not feasible, then it is a stationary point of the con-
straint violation 3 7", hj(x)*. If X is feasible and and that the vectors
Vhi(X),...,Vhy(X) are linearly independent, then X satisfies the first
order necessary optimality conditions for (1.22).

We notice that the penalty function can also be defined as

m

D5(x) = B7(0) + 5 D hy(x)?

j=1

where § > 0 as the same meaning discussed above. This formulation
will be relevant in the following chapters.



Chapter 2

Distributed Optimization

In this chapter we introduce the concept of distributed optimization,
as well as some important methods in the field. In Section 2.1 we
define the computational framework that we are considering, we dis-
cuss the main challenges that it presents, and the main requirements
that method have to satisfied in order to be effective in this context.
In Section 2.2 we provide a literature review of distributed methods,
with particular focus on those algorithms that are most relevant for
the results presented in Chapters 3-5.

2.1 Distributed Framework

In distributed optimization, a set of computational agents connected
by a given communication network is required to solve an optimization
problem, while having only partial information regarding the objec-
tive function and communicating with the other nodes according to
the architecture of the network. A typical problem in this framework
is distributed learning [6], where the goal is to estimate a set of de-
cision variables based on the observations in a given data set, that
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happens to be distributed among different computational agents.
When designing and studying optimization algorithms in the distributed
framework, one is typically concerned, as in the classical centralized
case, with convergence to the solution, order of convergence and com-
putational cost, but also with the amount of information that the
agents share with each other, which is referred to as communication
traffic. In general, communication traffic is treated analogously to
computational cost: since sharing variables along the network is a
time-consuming and energy-consuming operation, one has to try to
keep the traffic as low as possible, and we are interested in studying
how the communication grows with the number of variables and the
number of agents in the network. Moreover, we can expect that there
would be some trade-off involving computational and communication
cost: if one could assume that communication traffic is inessential
(that is, that the nodes can instantly communicate any amount of
information), and algorithm could share all relevant quantities (e.g.
function values and derivatives) in such a way that all nodes work
with complete information, and then typical method from classical
optimization could be applied in this context directly. The fact that
communication traffic needs to stay low is one of the main reasons
why methods need to be developed, that are designed specifically for
the distributed framework.

We can distinguish two main types of network architectures, that
lead to the development of two main classes of methods:

e server/worker: one of the agents (the server) is able to commu-
nicate with all other nodes in the network, while the remaining
agents typically cannot communicate with each other. This is
the standard setting for parallel methods and federated learning.
In this framework, the server typically handles the the combina-
tion and transmission of the results of the computation carried
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out by the workers, and it may manage the synchronization of
the network. In some applications (e.g. federated learning) each
worker holds privately a local dataset and performs local opti-
mization steps by using its partial knowledge of the problem and
the information received by the server. In other cases the parti-
tioning of the dataset and the distribution of the subsets of data
to the nodes is handled by the server, which also assigns to the
workers computational tasks to be carried out in parallel.

e decentralized: none of the computational agents plays a par-
ticular role, and the communication network does not usually
have any particular topology. In general, one cannot assume
the network to be fully connected, nor that there exists a node
that is able to communicate with all others. In this setting, all
nodes perform both the local optimization and the aggregation
step, by combining the results received from the agents in their
neighborhood.

We begin by focusing on the decentralized framework. Consider
the following unconstrained optimization problem

N
min f(y), with f(y) = ; fily) (2.1)
where for every + = 1,..., N f; is a real-valued function of R". We

assume that a set of N computational agents is given, such that for
every i = 1,..., N agent ¢ holds privately the function f;, and that the
agents can exchange information with each other according to a given
communication network G. That is, agents ¢ and j can communicate
if and only if there is an edge in G between node i and node j.

Given the network § = (V, €) and assuming for the moment that it
is simple, undirected, connected and with self-loops at every node, we
can define a matrix W € RY*Y gsuch that W is symmetric, doubly
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stochastic, and respects the sparsity of the the graph G. That is, w;; =
0 for every i,j =1,..., N with i # j, such that (i,j) ¢ €. We refer to
W as consensus matriz for the network G. A typical choice for W is
the Metropolis matrix [65], whose components are defined as follows:

B 1
1+ max{deg(i), deg(j)}

J#i

ifj € N;

wij

(2.2)

We assume that each agent i holds a local version x; € R™ of the
vector of variables and we denote with x € R™V the aggregated vector
and with F' the function F : R™¥ — R associated with the given f.
That is

X1

x=| 1 | €R™, F() =D filx). (2.3)

XN

It is immediate to see that problem (2.1) is equivalent to the fol-
lowing constrained problem
min F(x), s.t. x; =x;, Vi,j=1,...,N.
xeRnN
Assuming that W is a consensus matrix associated with the net-
work G, we define W = W®1,. Since W is a doubly stochastic matrix,
we have that Wx = x if and only if x; = x; for every 4,5 =1,...,N
and therefore the problem can be further reformulated as

min F(x), s.t. (I — W)Y?x = 0. (2.4)
x€R?N

In Section 1.2.4 we discussed the penalty formulation of constrained
problems. Given > 0, we define the penalty function for (2.4) as
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follows

XrenﬂgEN Ps(x) with Pg(x) = fF(x) + %XT(] - W)x. (2.5)

An important concept when discussing distributed optimization
methods that work within this setting is that of consensus. That is,
the constraint (I —W)'/?x = 0 being satisfied. In the methods that we
consider, each node defines a local sequence of iterates {x¥}2°, C R™
and, ideally, all the local sequences should converge to the same point.
Regarding consensus we can distinguish two main classes of methods:

e exact: methods in this class enforce the consensus constraint
directly, either by applying a primal-dual scheme for the solution
of (2.4) or by employing a two-step iteration that combines an
optimization phase and a consensus phase and ensures that the
sequence of local iterates converges to the average of the iterates
at all nodes

e inexact: methods in this class apply to the penalty reformula-
tion of problem (2.4). The accuracy of the solution computed by
these methods, both in terms of optimality and consensus error
is regulated by the penalty parameter.

In the following section, we will discuss methods from both of this
classes.

At the beginning of this section we mentioned two main types of
network architecture. While the distinction between the server /worker
and the decentralized case is neat and gives origin to different compu-
tational frameworks, problems and strategies, when considering either
of these cases it is important to distinguish a few additional cases,
depending on the nature of the network and how it may change over
time. In particular, we distinguish the three following situations:
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e constant network: all nodes are working at all times and the
communication network remains the same during the execution
of the algorithm

e time-varying network: all nodes are working at all times but
the communication network may change from one iteration to
another. In the decentralized framework this means that an
agent may be able to communicate with a different subset of
nodes at each iteration, while in the server /worker case it implies
that at a given iteration some of the workers may not be able
to communicate with the server. This framework typically mod-
els situations where some failure in communication between the
nodes occurs at some point during the execution of the method,
and the case where the agents move in space, so that devices
that may have been in each other communication range at the
beginning may move further away from each other during the
execution of the algorithm.

e asynchronous: there is no coordinating clock among the agents
so they do not execute the iterations of the considered algorithm
in a coordinated fashion. This framework is also used to model
the case where only a subset of nodes is active at each iteration.
In particular, it is not assumed that all nodes update their local
variables at the same time.

This thesis mainly focuses on the decentralized framework, and
it discusses method for both the constant and the time-varying net-
work case. The server/worker framework is considered in Chapter
6, where we present an optimization method that exploits a paral-
lelization strategy to solve least squares problems of large dimension.
Given the specifical application that we consider, for the server /worker
framework we are only interested in the constant network case.
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2.2 Literature Review

We consider the same computational framework defined in the pre-
vious section. In particular we assume that we have the following
optimization problem

min f(y), with f(y) = Z £ily) (2.6)

yER™

and a network § = (V, €) of computational agents such that agent i
holds the function f; and can communicate directly with all its neigh-
bors in §. Moreover, we assume that each agent holds a local vector
of variables x; € R” and we define the function F : R — R as in
(2.3).

Typical applications that require an optimization problem to be
solved in this context are sensor network localization [30], distributed
control [45] and distributed learning [6], and many methods have been
developed in literature for the solution of problems of this form.

2.2.1 First Order Method

A basic method for the solution of problem (2.6) in the decentralized
framework is Distributed Gradient (DG) [49], which also provides the
structure for many first order methods. Every iteration of the method
consists of two phases: optimization and consensus. In the optimiza-
tion phase, each agents performs a step in the direction of the local
gradient (thus reducing the value of the local objective function), while
in the consensus phase each agent computes a weighted average of the
local iterate and the local iterates received from its neighbors. The
generic k-th iteration of Distributed Gradient method, at node ¢ is de-
fined by the following two equations, corresponding to the two phases
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described above.

{f(f“ = x; — .V fi(x]) (2.7)

k41 _ N okl
X, = Zj:l Wi X

While the global vector x* holds all the local variables x¥ and
therefore it is not available at any node during the execution of the
algorithm, to ease the notation we can rewrite (2.7) as follows

xF = WxF — o, VF(x%),

where F' : R"™ — R is defined in (2.3). We notice that sequence
generated by DG method with fixed step size ap = [ for a given
B > 0 is the same as the sequence generated by centralized gradient
method with step size 1 applied to the penalty problem (2.5).

It is proved in [49] that, with suitable assumptions over the function
f and the underlying communication network G, the sequence gener-
ated by (2.7) achieves sublinear convergence to a solution of (2.6) in
the case of diminishing step sizes and linear inexact convergence if the
step size ap = « is fixed, where the accuracy reached by the method
depends on the size of the step size a.

In [35] the authors show that a gradient-based method with the
above structure and fixed step size, cannot in general achieve conver-
gence to the exact solution of (2.6), unless additional information is
shared among the agents.

In the same paper the authors propose a method that follows the
same structure of DG. However, instead of using as direction at each
iteration the local gradient, they propose a gradient tracking strat-
egy: each node holds an additional vector of variables s, initialized
as s = Vf;(x?) that is updated and shared at each iteration in order
to capture information about the gradient of the aggregated objective
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function. The resulting method, presented also in [47], is referred to
here as DIGing and is defined as follows:

x0 e RV
s = VF(x%) e RN
xFH = Wxk — o sF

skl = Wsk + VF(x*1) — VF(xF)

Before we state the convergence results for this method, we state
the following assumptions over the local objective function f; and the
network G, which will be similar for all the methods that we consider
here.

Assumption Al. (Regularity Assumptions) For everyi=1,... N,
fi is a continuously differentiable function f; : R* — R and there
exist 0 < p; < L; such that

o Vf; is L;-Lipschitz continuous

o f; is p;-strongly convex

Assumption A2. (Communication Network) The network G = (V, &)
is undirected, simple and connected, and it has self-loops at every node
(i.e. (i,i) € € for everyi=1,...,N).

Assumption A3. (Consensus Matriz) The matric W € RNV*N s
such that

o if (i,7) € € then w;; >0
o ifi#j and (i,5) ¢ € then w;; =0

o W s symmetric and doubly stochastic
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We notice that Assumption A1l implies that the aggregated objec-
tive function f is strongly convex and that the gradient V f is Lips-
chitz continuous, with constants given by p = . p; and L = . L;,
respectively.

We also define the following quantities, relevant for the convergence
analysis of the methods that we consider.

| N
-k k n
X —NiglxieR

N
1
k_ L (<F n
g —N;fz(xz)eR (2.8)
s —e® g"||
2= |x*—ea x| e R

VN[IEF =y

In particular, the three components of vector z* provide a measure of
the different kinds of errors: z} is the distance of the average iterate x
from the true solution of (2.6), z5 is the consensus error and it is equal
to zero if and only if the local iterate is the same at each node, and
z¥ measures how well the local vector s¥ approximates the aggregated

gradient g*.

Theorem 2.1. [35] Let Assumptions A1-A3 hold and consider the
sequence generated by (2.8) with x? € R™ and z9 = V f;(x?) for every
1=1,..., N and fized step-size ay, = « for every k, for some o > 0.
Let us define the following matriz, whose entries depend on the choice
of a:
oc+al L(aL+2) al?
M(Oé) = « )\2 0
0 al T

with 7 = max{|l — au|, |1 — aL|} and 0 = max{ (W), =An(W)}
Then we have
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i) for every k € Ny the vector z¥ satisfies the following inequality

2" < M(a)z" < Apax (M ())F2°.

i) if a is such that Apax(M () < 1 then ||sP—e®g"||, |x*—exx*||,
and |X* — y*|| tend to 0 R — linearly.

Lemma 2.1. [35] With the same assumptions of Theorem 2.1, we
have the following bounds for Apax(M(a))

i) ifa= 45 (1_70)2 then

i) if « < 1/L then

2
Amax (M () < maX{l — %, a+5,/%}

In particular, we notice that point ¢) of Lemma 2.1 ensures the ex-
istence of a step size such that the sequence generated by the method
converges. Moreover, we see that, depending on the value of the reg-
ularity constants and o, the step size 1/L that ensures convergence
of gradient method in the centralized framework does not necessarily
ensure convergence of the method in this case.

In [47] the authors propose a modification of DG, called EXTRA
method, that ensures convergence by adding a correction term that
depends on the previous iterates and that balances the fact that the
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local gradients V f; do not vanish at a solution of (2.1). Extra method
is defined by the following equations

x ¢ R™N
x! = Wx" — a;, VF(x?) (2:9)
xF2 = (T + W)x** — Wxb — o (VF(x*1) — VF(xY))

with W=W &I and W = W ® I where W, W are consensus matrices
for the network G that satisfy the following assumptions

Assumption A3’. The matrices W, W € RN*N are such that

o if (Z,j) € € then ’LUZ‘j,’LDij >0

if i #j and (i,7) ¢ € then w;; = w;; =0

W=wT,wW=wT

Ker(W — W) = Span(e), Span(e) C Ker(I — W)
o W is positive definite and W =< W < %(I + W)

We notice that if W € R™ " satisfies Assumption A3 and W =
(I + W), then Assumption A3’ holds.

For this method, the authors prove a similar convergence results
to that of (2.8). That is, they prove that if assumptions A1, A2 and
A3’ hold, then for a fixed step size a small enough, the sequence x*
converges R-linearly to the solution y* of (2.6).

In [24] a unified analysis of a class of first-order distributed methods
is presented, which in particular includes and extends (2.8) and (2.9)
presented above. We assume that at each iteration node ¢ holds two
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vectors xF and uf in R" and that the global vectors x*, u* € RV,
are updated according to the following rules:

x? e R™N

u’=0eR"WN

xM1 = Wx* — a(u* + VF(x"))

uttl = u* + (W — I)(VF(x*) + u* — BFxF)

(2.10)

where BF € R"™WX™V i given by B¥ = bl or B*b = W for some con-
stant b > 0. We notice that for B¥ = 0 and B* = éW we get the
method described in (2.8) and (2.9), respectively.

Theorem 2.2. [24] Assume that A1-A3 hold and let {x¥}2, be the
sequence generated by (2.10) starting from a given initial guess x° €
R™N . If the step size o satisfies the following inequality with C =
(L+ [|B]]) and o0 = max{ (W), —An(W)}

(L= (1-0)
1912 7 192LC

agmin{

then x¥ converges to y* R-linearly for every i =1,... N.

As we already noticed, the assumption that the communication
network stays the same at each iteration is very restrictive in practice
and therefore it is interesting to generalize the convergence results of
distributed methods to the the case of time-varying networks. In [59]
the convergence of several first-order methods was generalized to the
case of a time-varying network, provided that the network is connected
at each iteration. In the same paper, the authors also show that the
EXTRA method (2.9) may diverge if the network is not the same at
each iteration.
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In [47] the same method as in [35] is presented and analyzed in
the time-varying case. We denote with G, = (V, &) the underlying
network at iteration k and we assume that for every k& we define a
consensus matrix Wj,. In (2.8) we replace W with W* = W* @ I. We
make the following assumptions over {G;} and {W*}.

Assumption A2”. For every k € Ny the network G = (V, &) is
undirected and simple, with self-loops at every node

Assumption A3”. For every k € Ny the matriz W* satisfies assump-
tion A3 for the network Gi. Moreover, there exists m € N such that
for every k € Ny

1
0:= Sup Amax (VV,’f1 — NeeT) <1

k>m—1
where Wk = Wkk=1  WWhk-m+l

When the networks G are undirected, Assumption A3” is satisfied
if for every k the matrix W* is defined as in (2.2) and there exists
m € N such that the graph G% = (V, &%) is connected for every k,
where

m—1
e = &
j=0
In particular, we remark that the communication network G is not
required to be connected at all iterations.

Theorem 2.3. [{7] Let Assumptions Al and A2” hold and assume
that {x*}°, is the sequence generated by (2.8) with fized step size
ar =a, W, =W, &I and {W*}2, satisfying A3”. If the step size
15 such that

2(1 —6)?

L
a< c with C = 3m p (1 +4\/NL/M>

I
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and m,§ given by assumption A3”, then x¥ converges R-linearly to y*
for everyi=1,... N.

In [55] an accelerated gradient-based method for the time-varying
directed case is proposed, with weaker assumptions over the underly-
ing networks. In [14] the authors considered the problem of minimizing
f(y)+ G(y) over a closed and convex set K, where f is a possibly non-
convex function as in (2.6) and G is a convex nonseparable term, and
they propose a gradient-tracking method that achieves convergence in
the case of time-varying directed jointly-connected networks for dimin-
ishing synchronized step sizes. In [56] the method proposed in [14] is
extended with constant step-sizes to a more general framework while
in [58] R-linear convergence is proved for [56] with strongly convex
f(y). A unifying framework of these methods is presented in [69] and,
for the case of constant and undirected networks, in [1].

In all the decentralized methods we considered so far the sequence
of the step-sizes is assumed to be fixed and coordinated among all
the agents. In [48], [70], [67], [68], and [73] the case of uncoordinated
time-constant step sizes is considered, that is, each node has a different
step-size but these step sizes are constant in all iterations.

In [25] the authors propose a modification of (2.8), with step-sizes
varying both across nodes and iterations. That is, they consider the
method given by

x0 e R™Y
0 _ VEF 0
> () (2.11)
xFH = Wxk — A, s*
skl = Wsh + VF(xF1) — VF(xF),
where A;, = diag(af1l,... ok 1) is the matrix of local step sizes at

iteration k.
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Theorem 2.4. [25] If Assumptions A1-D2 hold and {x*}2°, is the
sequence generated by (2.11), then there erists uin < Qmax Such that
if Qmin < ozi-C < Qumax for every k € Ny and every i = 1,..., N the
sequence converges R-linearly to y*.

The theorem states that there always exists an interval of step sizes
[Qmin, max] Such that the considered method converges, provided that
all step sizes falls inside the interval, independently of how the step
sizes are chosen by each node at each iteration. In the Same paper,
the authors propose the following choice for the step size o, which is
an adaptation to the distributed case of the spectral gradlent method
described in Chapter 1. Such a choice is given by of = (oF)~! with
oF given by

k=1y Ty k-1 k—1\T qk—1

77 =Plornin oma) <(dk)—k1 o~ 1Zw (1 - %))

(@) (@T)d!
where df ! = xF —xF1 yF Tl = VAN — VAT, 0min = 1/ 0max,
Omaz = 1/Qmin and, given a closed set U, Py denotes the projection
onto U.
Theorem 2.4 ensures that there exist oin, e such that the method
(2.11) with oF as above converges. In [25] the authors also provide
numerical results that show the effectiveness of the method when com-
pared to order first order method with fixed step size.

2.2.2 Second Order Methods

In [74] the idea behind [35] of sharing the local gradients at each iter-
ation with the goal of approximating the global gradient, is extended
to Newton method: at each iteration each node computes the local
direction by solving a linear system involving the local Hessian matrix
and a right hand side that combines the local gradient and information
received from the neighbors at the previous iteration.



2.2 Literature Review 67

The method introduced in [74], referred to as Newton Tracking is
defined as follows.

(x0 =0 eR™W
u’ = (V2F(x%) 4 ¢I) ' VF(x°) € RN
<kl — xk — g*

W = (V2R 4 20) (V2R () + o) ut
+ VE(xH) = VF(x¥) + all - W)(2xH - x4))

where a, ¢ > 0. Equivalently, the update at node 7 is given by

(1 = xt b
uftt = (Vsz‘(XfH) + 51n)_1 ( (V2fi(xF) +el,) uf
+ V() = Vi(x) + a(2x7 T = xF)

(A
—a Y w265 - )

L J

with x0 = 0 € R* and u? = (V2f;(x*1) +¢1,) " Vfi(x?) € R™,

7

Theorem 2.5. Let Assumptions A1-A3 hold and {x*}2, be the se-
quence generated by the method above for given values of a,e > 0.
If o and ¢ are such that

4 L?

OZ<€——)\min(I_W)7

then x¥ converges R-linearly to y*.

In [43] the authors propose a distributed version of classical Newton
method that relies on a truncated Taylor expansion of the inverse Hes-
sian matrix to compute distributedly an approximation of the Newton
direction, and employs a penalty formulation of the original problem
to ensure consensus among the nodes.
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Given 8 > 0, we consider the quadratic penalty reformulation of
problem (2.4). That is,

min_ By(x) with by(x) = BF(x) + %XT(J —W)x.

x€R?N

Fori=1,...,N and k € Ny we define the following matrices and
vectors:

g
gh=Vaou(x") = [ ¢
gk
HE . HD,
HY = V?®s(xF) = | :
HYHE

Notice that for ¢,5 =1,..., N we have

g = BV filxi) + (1 — wii)x} — 32 wyx;
HZ = —wijI for i 7é]
Hi; = V2 fi(xi) + (1 — wq) .

Moreover, we denote with D¥ the block-diagonal matrix that has diag-
onal blocks equal to Hf for i =1,..., N, and we define B = H* — D*
(notice that B only depends on W so it is the same at each iteration).

Algorithm 2.1. [Network Newton]
Input: o >0, M € Nj
Iteration k, node i:

1: compute gf and DF

2: compute dgo) = —(DE)"lgk

3: form=0,....M —1 do

4 share d\™ with the neighbors
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5: compute dEmH) = (DF)! (Z] Bijdgm) — g,’f)
6: end for

7. set 4 = d™
8: compute x' = x¥ + ad¥
p k+1

: share x;"" with the neighbors

Linear convergence of the method is proved if assumptions A1-A3
hold, for a suitable choice of the step size a.

In [44] the same approximation strategy for the computation of the
direction is considered, but the authors propose the application of a
primal-dual strategy rather than solving the penalty problem. In [27]
the authors propose an inexact version of the method introduced in
[44].

All the second order methods we have seen so far achieve linear
convergence, provided that the underlying network is strongly con-
nected and constant in time. As remarked in [75], when considering
the distributed framework, there are two main issues that need to be
addressed in order to design a second order method that achieves su-
perlinear or quadratic convergence: exact consensus and choice of the
step size. Both the weighted averaging strategy [11] used in [74] and
the primal-dual scheme used by [44] only yield linear convergence of
the local vectors to the global consensus vector and therefore meth-
ods involving this strategies cannot achieve overall superlinear con-
vergence. On the other hand, it is know from the theory of second
order methods in the classical centralized framework that the choice
of the step size is of fundamental importance in order for a method to
achieve both global convergence and fast local convergence. However,
classical line search strategies, which effectively solve this issue in the
centralized framework, are not applicable in the distributed setting as
they require knowledge of the value of the global function at all nodes
and may require several evaluation at each iteration, which would be
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prohibitively expensive from the point of view of communication traf-

fic.

To overcome these obstacles, in [75] the authors propose a sec-
ond order method that achieves quadratic converges by employing a
finite-time communication strategy to share the necessary quantities
among the whole network, and the step size proposed in [52] for New-
ton method in the centralized case, which ensures both global conver-
gence and fast local convergence without requiring multiple function
evaluations at each iteration. Additional details about this choice of
the step size, including its derivation, are provided in Chapter 4.

Algorithm 2.2 (DSF).
Input: {S;}i—1.n messages at each node
Node i:

1: set I? = {S;}

2: fork=0,...,N—1do

3:  forjeN; do

4: take S € Ié"’_l such that S was not received from node 7 and
not sent to node j at the previous iterations

5 send S to node j

6: end for

7 update IX adding the messages received by the neighbors

8: end for

Assuming that every node starts with a local message S;, the pre-
vious algorithm ensures that after N —1 rounds of communication per
nodes, all node have the complete set of messages S1,...,Sn.

Algorithm 2.3 (DAN).
Input: xYi=ycR"Vi=1,...,N, a>0, M €N,
Iteration k, node i:

1: compute gf = V fi(x*) and HE = V2 f;(x*)
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run DSF with S; = (gF, HF)
compute g~ = Z;VZI gf
compute H* = Zj\[:l HY;
compute o = min{1, “L—Q Hglk”}
compute d* = (H*)~'gk
compute x' = x¥ + ad”

N ;o fede

We notice that the step size and the direction are the same in all
nodes at each iteration and therefore, since all agents start with the
same initial guess, we have x¥ = x;‘? for every 7,7 = 1,..., N and
for every k € Ny. Regarding the communication traffic, we notice that
DSF (Algorithm 2.2) ensures that the information held by each node is
transmitted to the whole network in a finite number of communication
rounds. Despite this fact, running DSF at each iteration for all the
local Hessian matrices may cause the communication traffic of DAN
algorithm to become quite large, making it not suitable for problems
of large dimensions. In the same paper the authors also propose a
version of DAN method that avoids sharing the full Hessian at each
iteration and works with a rank 1 approximation that significantly

reduces the communication cost of the method.

2.2.3 Linear Systems

Given a network of computational agents as described in the previous
part of the chapter, a matrix A € R™" and a vector b € R", we
consider the linear system

Ay =Db (2.12)

where we assume that each node ¢ holds a subset R; C {1,...,n} of
the rows of the matrix A and the corresponding components of the
vector b.
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The problem of finding the solution of the linear system above can
clearly be reformulated as the problem of minimizing the sum of the
residuals in each equation. That is

N
y =argmin » _ fi(y) with f; =Y [[A;y — b;|.
i=1

S ;
y JER;

Since node i holds equation j of the system for j € R;, it holds the
function f; and therefore the methods from the previous subsections
can be used to solve (2.12). Moreover, several method have been de-
veloped specifically for the solution of linear systems in the distributed
setting [37, 46, 38, 64, 66, 36], while a survey of the methods is pre-
sented in [63]. In general, we can distinguish two classes of method.
In [46, 66] each node holds a local copy of a subset of the variables and
the sequence generated by each node converges to the corresponding
components of the solution. That is, when the algorithm terminates,
each node does not have the full solution. In [37, 38, 64, 36] each node
holds a local copy of the whole vector of variables and therefore, when
convergence is reached, each node has the full solution. Here we are
interested in the methods that achieve convergence to the full solution
at each node.

For every 1 = 1,..., N, let us denote with n; the number of equa-
tions held by node 7 and let us define the following quantities.

A = (4j)jer, € R™™, by = (b)) e, € R™
Each node generates a sequence {xF}2°, as follows.
x; € R™ such that Apx? = by
{xf“ = xt = 29, (mad = 5,36

where for every ¢ = 1,..., N N, is the neighborhood on ¢ in the net-
work G, m; = |N;| and P; is the orthogonal projection over Ker(Ap).
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In [36] and [37] the authors prove that the method converges to the
solution of (1.1) for time-varying networks, provided that such solu-
tion exists unique and with suitable connectivity assumptions over the
sequence of networks.



Chapter 3

Time-Varying First Order
Methods

In this chapter, we consider the class of distributed first order methods
(2.10), presented in [24] in the case where the underlying communica-
tion network changes from iteration to iteration and each node employs
a different step size, that also changes through time.

Of special interest is the spectral gradient method (or Barzilai and
Borwein method). This method is very popular in centralized opti-
mization due to its efficiency, as reported in numerous studies, for
example [8, 15]. In general, the method avoids the famous zig-zag
behaviour of the steepest descent and converges much faster. The
method was first proposed by Barzilai and Borwein [2]. This reference
proves the method’s convergence for two-dimensional problems and
convex quadratic functions. The analysis is then extended to arbitrary
dimensions and convex quadratic functions by Raydan [53]. Minimiza-
tion of generic functions is considered in [54] in combination with a
nonmonomote line search. R-linear convergence for convex quadratic
functions has been proved in [9]. In summary, despite its excellent
numerical performance, spectral gradient methods are proved to con-
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verge without any safeguarding lower and upper bounds on the step
size only for strongly convex quadratic costs. Convergence for generic
functions beyond convex quadratic is proved only under step size safe-
guarding, coupled with a line search strategy. Distributed variants
of spectral gradient methods and fixed network topologies are studied
in [25].

The main contributions, given in [39], are the following

e We prove that the methods proposed in [24], referred to here
(and also in [59]) as the unified EXTRA and the unified DIGing
are robust to time-varying directed networks and time-varying
uncoordinated step sizes, i.e., they converge R-linearly in this
setting. Up to now, it is only known that these methods converge
under static undirected networks [24] or time-varying networks
where the network is connected at each iteration [59]. These
methods have been previously considered only for time-invariant
coordinated step sizes.

e We prove that the method proposed in [25] is robust to time-
varying directed networks, which until now is only known to
converge for static, undirected networks.

e It is shown in [59] that the Extra method [57] may diverge over
time-varying networks, even when the network is connected at
every iteration. On the other hand, as we show here, the unified
Extra, a variant of Extra proposed in [24], is robust to time-
varying networks. Hence, our results reveal that the unified Ex-
tra can be considered as a mean to modify Extra and make it
robust.

e We provide a thorough numerical study and an analytical study
for a special problem structure that demonstrates that the unifi-
cation strategy in [24] and the spectral gradient-like step-size
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selection strategy in [25] exhibit a high degree of robustness
to time-varying networks and uncoordinated time-varying step-
sizes. More precisely, we show that these strategies converge,
when working on time-varying networks, for wider step-size ranges
than commonly used strategies such as constant coordinated
step-sizes and DIGing algorithmic forms. In addition, we show
by simulation that actually a combination of the unification and
the spectral step-size strategies further improves robustness.

This chapter is organized as follows. In Section 3.1 we describe the
computational framework that we consider and we present the meth-
ods that we analyse. In Section 3.2 we prove a convergence theorem for
the considered class of methods. In Section 3.3 we show analytically
and by simulation that the unification and spectral step-size selection
strategies increase robustness of the methods to time-varying networks
and uncoordinated step-sizes. We conclude the chapter with some in-
sights over the obtained results and comments on possible interesting
research directions.

3.1 The Model and the Class of Consid-
ered Methods

We consider the same computational setting of Chapter 2. That is,
we assume a set of computational agents is given, and we consider the
following optimization problem

N
min f(y), with f(y) = Z fi(y) (3.1)
where for every ¢ = 1,..., N node i holds the local function f;, and a

local vector of variables x; € R".
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Given a sequence of matrices {M*}, and m € N, we define M* as
follows

My =1
ME = MEME=Y AR

We assumed that at iteration k the N agents are the nodes of a given
network G, = (V, &), and for every k we define a consensus matrix
for the network §,. Our analysis is based on the following assumptions
over the objective function and the sequence of networks.

Assumption B1. (Regularity Assumptions) For everyi=1,... N,
fi 1s a continuously differentiable function from R™ to R and there
exist 0 < p; < L; such that

o Vf; is L;-Lipschitz continuous
o f; is p;-strongly convex

In particular this implies that f is p-strongly convex with u =
> ;i and the gradient is L-Lipschitz continuous with L = ) L,
which also imply that for every y € R"

il < V%fi(y) 2 L for i=1,...,N
pl <V f(y) 2 LI

Assumption B2. (Sequence of Networks) For every k € Ny, G =
(V, &) is a directed graph with self-loops at every node, and {W*} €
RN*N s such that

o W* is doubly stochastic
o if (i,)) € & then wy; >0

owfj:()ifi#j and (i,j) ¢ E
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e there exists m € N such that sup v, <1, where
k=0:m—1

1
Vi = )\max (WTIZ — NGGT)

The assumptions above are the same as Assumption A1, A2” A3”
that we saw for DIGing method in the previous chapter.

Remark 3.1. Assumption B2 does not require the underlying network
G to be connected at each iteration and can be satisfied by a sequence of
jointly connected networks, if the consensus matriz W* is chosen as the
Metropolis matriz, defined in (2.2). In more detail, the following can
be shown. Assume that the positive entries of the weight matrices Wy, ’s
are always bounded from below by a positive constant w- (including
also the diagonal entries, i.e., assume that the diagonal entries of Wy
are always greater than or equal to w). Furthermore, assume network
connectedness over bounded intercommunication intervals. That is,
for any fized iteration k, consider the graph G}' = ({1,...,n}, EJ"),
Er = U1 Ex, whose set of links is the union of the sets of links
of graphs at time instances { =k —m +1,...,k. Assume that G} is
strongly connected, for every k. Now, it is easy to show that the above
assumptions imply that Viyax (W,g” — %eeT) < 1.

We assume that each node holds two local vectors of variables
x;,u; € R™ and we define the aggregated vectors x,u and the aggre-
gated function F' as

X1 u; N
x=|: | eR™, u=|: [eR™ Fx)=) fix:). (32)

We consider the class of methods defined in (2.10), extended to
the case of time-varying network and time-varying uncoordinated step
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sizes. That is, we assume that each node generates two sequences

{xFyee, {uk}ee ), with x? € R”, u? = 0 and we assume that at each

iteration the following update is performed:
xF = Whxk — Ak(ub + VF(xY)) (3.3)
uttl = uf + (WEk — I)(VF(xF) + u* — B*xF) ’

where Wr .= (WF @ I) € RWXnN AR = diag(all,...,ak]) with
aF being the step-size for node i at iteration k and B* is a symmetric
n xXn matrix that respects the sparsity structure of the communication
network Gy, and such that for every y € R" we have B*(1Qy) = ¢(1Qy)
for some ¢ € R. Moreover, we assume that 2° € R™V is an arbitrary
vector and u’ = 0 € R"V,

For B¥ = 0 and appropriate choice of the step-sizes af we get the
method introduced in [25]. For A* = o, if B¥ = bl or B¥ = bW
we retrieve the class of methods analyzed in [24] while if B, = 0 we
retrieve the DIGing method proposed in [47, 35]. For A* = ol and
B* = bW with b = 1 we have the EXTRA method [57], but the
analysis the we carry out in the following section requires the matrix
B* to be independent on the step sizes and therefore it does not apply
to EXTRA method. In fact, it is known [59] that EXTRA method does
not converge in general for time-varying networks, even with stronger
assumptions on the sequence of networks than those we consider here.
In our analysis, we consider the case B*¥ = bl and B* = bW* with
b nonnegative constant and o, < af < max for every k and every
j=1,...,n for appropriately chosen safeguards 0 < aupin < Qumax-
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3.2 Convergence Analysis

Let us denote with y* the solution of (3.1) and with x* the following
vector

*

y
x*:=]: | eR™W.

*

Yy

In this section, we prove that, under Assumptions Bl and B2, there
exist an interval [pin, Gmax] C R with 0 < @pin < umax such that, the
sequence {x"}° generated by (3.3) converges to x*, provided that
the step size af belongs to the interval for every i = 1,..., N and for
every k € Np.

Given a vector v € R™ denote with v the average v = % Zj\le vj €
R™ and with J the n X n matrix (I — %eeT). Moreover, we define the
following quantities.

% = xF — ex" e R™V,
i =u" + VF(x*) e R™Y,

q" =x"—x" =%"+eq e R,

To ease the notation, in the rest of this section we assume that
n = 1. In the general case the analysis proceeds analogously.
Since W* is doubly stochastic, we have that +ee” (W*—1) = 0. Using

this equality and the definition of u**! we get
1
Skl Tkl
u yee u
1
= NeeT (u* + (W* = I)(u* + VF(x*) — B*x")) =
1
= —ee' v =a"
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and given that u® = 0, we have
u* =0 for every k € Ny. (3.4)

Since x; = y* for every index i, we have that

leeTVF(x*) _ L if-(x*) = iVf( *)
I =N - i =N y

and therefore, from the definition of G*, (3.4) and the fact that y* is
stationary point of the function f we get

LU YR IS A N N
yee w = tee (W"+VF(x")=u +NVf(y)—0. (3.5)

From Assumption B1, for every iteration index k there exists a matrix
H,. < LI such that

VEF(xF) = VF(x*) = Hi(x* — x%). (3.6)

Lemma 3.1. [47] If the matriz sequence {W*},, satisfies assumption
A2, then for every k > m we have

[TWoyl| < il Ty

Lemma 3.2. [51] If the function f satisfies assumption A1 and 0 <
a < %, then
ly —aVfy) =yl < 7lly — ]l

where 7 = max{|1 — au|, |1 — aL|}
The convergence result that we prove is based on the Small Gain

Theorem [13], stated in Section 1.1, which relies on the following def-
initions. Given an infinite sequence of vectors v := {vF}* = with
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vF € R" and two constant § € (0,1) and K € Ny we define the

following quantities
1
v = e { 5V

1
0 k
\ = su \ .

We will use the following technical Lemma to show that the se-
quences ||q*|| and ||X*|| satisfy the hypotheses of Theorem 1.4.

Lemma 3.3. Given b,u, L >0, v € (0,1) and n,m € N, there exists
d €(0,1) and 0 < apin < Quax Such that the following conditions hold:

i) v< o™

i) SR < I
iii) 1 — pomin + AL < 9;
w) yB2 < 1;

v) B3 <1;

vi) ff—gg<1;

) 3
where
b+ L)C Lovyax
Y= ga 61 - ’
om — v 0 — 14 pogm — AL
A v
Ba = Lamaxﬁh By = 5m + Ba,
Camax
54 - Lﬁf)) 55 - 5m )
o(1 —om™
A= Omax — Omin, C= g

1—-9
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Proof. Take 6™ > v and o, < 27” so that i) and ii) hold. For ayax >
Qmin and close enough to oy, one can ensure that

O'max H
<1l+= 3.7
Qmin * L ( )

holds. By the previous inequality, we have 1 — poy, + AL < 1 and
therefore, for fixed apay and o, we can always take § € (0,1) such
that iii) is satisfied and i). still holds. Moreover, we can take amu;p,
arbitrarily small and oy, arbitrarily close to oy, without violating

conditions i)-iii). Notice that C' = % is an increasing function of
J.
Let us now consider condition iv) given by

(b+ L)CA
(6" = 1)(6 — 1 + j1cvuin — AL)

The left hand side expression is an increasing function of A and it is
equal to 0 for A = 0. Therefore, taking ., close enough to auin,
condition iv) holds.
Condition v) holds for aay <
Consider now condition vi),

(b+ L)C?max
(0™ —v)(d™ — 1) (0™ — v — LamaxC)

The left hand side expression is an increasing function of ., and
taking ap. small enough we conclude that the previous inequality
holds. Since we need qunax > Qumin, in order to be able to take i ax
small, we need to take ay,;, small enough, but this can be done with-
out violating the previous conditions.

< 1.

oM —v
SmLC"

<1

By definition, % and % are also increasing functions of
Qmax and A. Thus, we can apply the same reasoning that we applied
to iv) and vi) to get 72 < 1 and 73 < 1. In particular, we can take

Qmin and gy such that condition vii) holds. [
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We can now prove the following convergence result.

Theorem 3.1. Assume that B1 and B2 hold and let {x*} be the se-
quence generate by (3.3) with B¥ = bW* or B*¥ = bl for any b > 0
or BF =0, and amp, < ozf < Qax for every i = 1,..., N and every
k € No. Then there exists qumin < Qumax Such that the sequence {x*}
converges R-linearly to x*.

Proof. Let us define v = sup 1, < 1 where the sequence {vy} is

k=0:m—1

given in assumption B2, and take § € (0,1),0 < qpmin < Qmax given
by Lemma 3.3. We prove that N 1/ 2g" and %" satisfy the assumptions
of Theorem 1.4 thus ensuring R-linear convergence. That is, we will
prove that there exist v9,v3 > 0 and ws, w3 € R such that the product
~Y9v3 is smaller than 1 and the following inequalities hold

INY2q[ < A |R[|™ + w,
%[5 < sl |NY2G) |+ aws.

Since B¥ = bl or B¥ = bW*, we have BFx* = bx*, therefore
(W* — INB*x* = 0 and

(Wk — I)B*x* = (W* — INB*(x* — x*) = (W* — I)B*q"

(3.8)

For k > m — 1, using (3.3), the previous equality and (3.6), we get
" = u" V(") =
=u"+ (W" = I)(u* + VF(2*) — B*") + VF(2*) =
= W*u* + VF(@*) + Wk = I)(VF(2*) — VF(2*))
— (Wk — I)BFx" =
= Wkak + (W* — IH,.q* — (W* — I)B*q".
Applying this equality recursively, we have

m—1

@ = WhG ST WEWE - 1) (Hye - BY) ¢ (3.9)

t=0
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By (3.5) and Lemma 3.1 we can bound the first term on the right
hand side,
||W717€L1~1k—m+1|| _ ||Wk Jﬁk—m—l—lH < V||Jﬁk_m+1|| _
— I/Huk m+1H

and by (3.6), the definition of B* and the fact that W* is doubly
stochastic, we get the following inequality for each term of the sum

IWEWE = D) (Hi—e = B)d* ™" < (L +b)lla*"]).
Taking the norm in (3.9) and using the two bounds that we just found,
we have that for K >m — 1

m—1
[ < vl 4 o+ L)Y lla* - (3.10)
t=0

Notice that the above inequality also holds for the case B¥ = 0, taking
b = 0. Multiplying both side of (3.10) by ser7, taking the maximum
for k = —1:k — 1, and defining

~ Loskst
= el
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Since by condition 1. in Lemma 3.3 we have v < §™, reordering the
terms in the previous inequality and using the fact that q* = x* +eq”,
we get ) )

@)l < mllall* +w

- . (3.11)
< ll%% + N2 +
with » (1 &™) 5
+ L)§(1 —om mo
= 1—0)(0m —v)’ W1—5m—_yw1-

Let us now consider gF.

_ B 1
qk+1 — Xk+1 . y* — NeeTka . y* _

1
— Nee—r (kak — Ak(uk + VF(Xk)) -y =

+ S (VAR - V)

j=1
(0~ ) (VA () - V()
j=1
+ % Z(amin - Odf)~f
j=1

Taking the norm, by Lipschitz continuity of the gradient and denoting
with A = apmax — Qumin, We have

Lamln
1% —y*[h

amln
a1 = [ =y — SR E(h) | + 2o

+LM| H+AHW
N ! il
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Since “Rir < %, Lemma 3.2 ensures that

|5 =y = S re) | < rixt -yl
and we get

NY2g" | < NY27(%% — || + Lawn|| X — v7|
+ LA[xE — || + Al
< NY2(r + AL)||&"|| + Lowax|XF]| + Al 0"

Multiplying both sides by (sk% and taking the maximum for k = —
k — 1 we have

o T4+ AL Loax i - s
N2 < TERE N/ g Dok

a*".

=l

By Lemma 3.3 we have 7 = 1 — pay, and 7+ AL < 6, thus
reordering and using (3.11), we get

Lo : A :
NY2|glI* < max ~ 10k ~ 116k
Jall < 5 IR Sl
< (B1 4+ 1B IXN%F + 11 BNV Q||%F + Bawr
where (5, and (3, are defined in Lemma 3.3. Take

Bt b _ Pawn
= /), 2 — - -
1 =05 1 =70

From 4. in Lemma 3.3 we get

N2 < all 1 + w. (3.12)
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Finally, let us consider X*. For k > m — 1, we have

XM= JWEE — AP (" + VF(x")) =
= JWEWEI — JWED (! - V(25 )) -
— JDF(uF + VF(z)) =
m—1
— JWTIZXk’—m-‘rl —J Z Wtka—t(ﬁk—t + Hk—tqk_t>-

=0
Taking the norm, applying Lemma 3.1 and (3.6), we get

m—1

] < v e Y (1857 + L)
t=0

Multiplying with 6,6% and taking the maximum for k = —1: k —1
we get

5(1— om)

~ 118k Vockem ~ 15k

IS < S+ e e 6
o(L=0") ok, -
"‘LOémame(]“ +u}3

< Bol[ZETm | 4+ SN2 |G|k + Bs [l a)*F + @s.

~ Lo e
wg—kr_nlaé_l{akﬂ\lx H}

and s, B4, B5 are defined in Lemma 3.3. In particular, we have 83 < 1,
and we can rearrange the terms of the previous inequality to get

Ba Bs

<10k 1/2|| =10k
X < ——N q + —

where

Ws

~ 116k
u + —.
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Now, applying (3.11) and 6. from Lemma 3.3, we obtain
1] < 45N [1all”* + ws

with )
B+ Bsm w3t Bsw

= = —
’ 1 — B3 =05 ° 1— B3 —7pPs

We thus proved

NY2[lql|™ < 2RI + ws
K[ < N2l + ws

with 7573 < 1 by condition 7. in Lemma 3.3. By the Small Gain
Theorem, we have that ||g"|| and ||x*|| converge to 0, and thus ||q||
converges to zeros, which gives the thesis. [J

3.3 Robustness - Analytical and Numer-
ical Study

Theorem 3.1 and Lemma 3.3 ensure convergence of the considered
class of methods. That is, they ensure existence of i, < Qumax such
that, under the given assumptions over the objective function and the
sequence of networks, the sequence generated at each node converges
R-linearly if all the step sizes o are between quin and .. How-
ever the results we prove do not provide any information about the
difference A = pmax — Qmin and thus about how much the step sizes
employed by different nodes and at different iterations can differ. In
this section we try to address this issue by investigating in practice
the length of the interval of admissible step-sizes.

First we show a particular example where the upper bound .y is
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not necessary to ensure convergence of the method, then we present
a set of numerical results that investigate how the step bounds oy,
and o and their difference A influence the behaviour of the method.

We consider the same framework considered in [25] (Section 4.2)
extended to the case we are considering of time-varying network. Con-
sider the following objective function

Zf ) with fi(y) = 5( — o) (3.13)

where y € R and a; € R for every ¢ = 1,..., N, and assume that at
iteration k the consensus matrix is of the following form, for a given
O € (0, 1)

Lemma 3.4. Assume that 0, € (5,2) for every k, and that {xk}k 0
is the sequence generated by (3.3) with b =0, e' (u® + VF(x°)) = 0
and e'x’ = e"a where a = (ay,...,ay) € RV,

If of = « for every i = 1,...,n and for every k, then the method
converges R-linearly to the solution of (3.13) if amin < a < % and
Qmin > 0 small enough. On the other hand, for any o > 2, there exists
a sequence {0y}, k= 0,1,2,... that satisfies the assumptions of the
Lemma such that the method diverges, i.e., ||x*|| — oo.

If o = (oF)~1 with

sk
k+1 iP[Umm:O'max] <1 + Uk Z w < - S_‘;‘ 5 (314)

Jj=1 !
with s¥ = ¥ — ¥ 0w = 0, Omax = 3/2 and 0¥ = 0 € (Cmin, Tmax)
for every 1,...,n, then {x*} converges R-linearly to the solution of

(3.13).
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Proof. In the case we are considering (3.3) is equivalent to
sk — kxk — Akgk
ZhHL — Whgk 4 xh+l _ xk
where A* = diag(af1,...,akI).
Let us consider the case with fixed step-size af = o and let us denote

with &* the vector (q¥,z*) € R?Y. We can see that for every k we
have &1 = PF€F where the matrix PF is given by

Wi, —J —al
k k INX2N
Pr = ( 1 W, I) eR .

In order to prove the first part of the Lemma, it is enough to show that
there exists u < 1 such that ||P*||2 < u for every iteration index k.
That is, we have to prove that there exists p < 1 such that the spec-
tral radius of (P*)" P* is smaller than u for every k. Denoting with
1,65, ..., 6% the eigenvalues of W*_ it can be proved that the eigenval-
ues of (P*)T P* are given by the eigenvalues of the 2 x 2 matrices M}

defined as , : )
k « ala—1
My = (a(a 1) (o 1)2)
s (0F)% +a® (0K)2 = (1 4 a)8* + a2
PR = (T4 )ik +a? 2(6F) —2(1+ a)6F + 1+ o?
forv = 2,...,n. By direct computation we can see that the eigenvalues

of MF are given by 0 and 202 —2a+1<1— amm and therefore it is
enough to take 1 > 1 — Zavy,. Denoting Wlth p¥(t) the characteristic
polynomial of Dk we can see that with the values of Hmm, Onae and
Qmaz SiVen by the assumptions, we can always find 1 — ozmm <pu<l
such that p¥(u) > 0 and p¥(—p) > 0 and thus such that the eigenval-
ues of MF belong to (—u and p) for every k and for every i = 1,...,n.
To prove that if a > 2 the method is in general not convergent it is
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enough to consider the case when 6, = 6, for every iteration index k.
In this case we have that P¥ = PP for every k and thus &% = (P%)k¢0.
In this case we can see [25] that 1 — « is an eigenvalue of PY an there-
fore if a > 2 we have that p(P°) > 1 and thus the sequence {£*} does
not converge. This concludes the first part of the proof.

Assume now that the step-sizes are computed as in (3.14). Pro-
ceeding as in the proof of Proposition 4.3 in [25] we can prove that
afﬂ = o**1 for every i with o4, given by

. min{amaX7 1+ O—maxek} if Ok = Omax
Ok+1 =

min{omax, 0°1} otherwise

where 651 = 140, + 0,0, +- - -+ H§:1 07 + oY H?:o ¢’. By using the
fact that 6, > 1/3 and oyax = 3/2 we can prove that there exists k
such that o* = oy for every k > k. Therefore, for k > k the step-size
becomes the same for all nodes and equal to af = ol = 2/3 and

max

thus the method converges by the first part of the Lemma. [J

The above Lemma certifies convergence of the spectral-like method
[25] for time-varying networks and a very specific problem structure
with all-to-all communication network and consensus quadratic costs.
It is worth noting that, for generic quadratic cost functions and sparse
time-varying networks, an upper bound on the step-size is necessary
(see Figures 1 and 2 below). We now make an analogy on the achieved
results for the distributed spectral-like method [25] and the spectral
(Barzilei-Borwein) gradient method from the centralized optimization.
Namely, in centralized settings, the spectral gradient method’s conver-
gence without step size safeguarding has been proved only for a strictly
convex quadratic cost function. In the case of generic functions beyond
strictly convex quadratic, some safeguards A,,;, and A,,.. are neces-
sary, even in the centralized case. Though, in the centralized case,
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these safeguards can be arbitrarily small (A,,;,) and arbitrarily large
(Apaz)- Therefore, the need for safeguards is to be expected in the
distributed optimization scenario as well. This matches with the re-
sults that we present here. It turns our that the price to be payed
in the distributed time-varying networks scenario is two-fold: 1) the
no-safeguards case happens in a more restricted cost functions setting,
namely the consensus quadratic costs (see Lemma 4); and 2) the safe-
guard step size bounds in the general case are no longer arbitrary and
take a network-dependent form.

We also have the following Lemma where we continue to assume
the consensus problem but relax the requirement that the network is
fully connected at all times. When the network is not fully connected,
in general we need safeguarding for global convergence. However, as
explained below, the following Lemma sheds some light on the be-
havior of the spectral-like distributed method. While it is not to be
considered as a global convergence result, it highlights that the next
step size has a controlled length provided that the current solution
estimate is close to consensus.

Lemma 3.5. Let us assume that the objective function s gien by
(3.13), and that 2°,2° are such that e'z® = el'a, 2! Vf( 9 = 20,
Moreover, for every i =1,...,n let the local stepsize af be deﬁned as
a? =a® > 0 and, for every k > 1, o = 1/0¥, with

okt —1—1—0ka (1—-2) (3.15)

)

where s? = :17;?+1 — xj. Moreover, let us assume that at each iteration

assumption A2 holds with m = 1.

Given any & > 1, if ||x° — e7°|| < & with & satisfying
1 (a%)*a—1)2°
v+ d° 26+ (@ —1)

N
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then o} < & for everyi=1,...,N.

Proof. Let us denote with J € R™" the matrix tee’ and with v* =

s¥ — e5*. From the assumptions and the double stochasticity of the

matrix W*, we have

IVl = (I = ) = x| = |1 = W) (W% = x" — a’2") |
=1 = YW" = I = a"Dx’|| < (" = D)x’|| + " (I = J)x"|
<(p+a)|x’ —ez?| < (n+a’)é=c¢

Where we defined € = (vy + a®)é. Moreover,
o _ L 000 _ 0g0 0 00
|57 = =" (W'x” —a'x” —x")| = a’|Z").
n

These imply that, for every 7 =1,...,n

0

2e

1 _.
al|z0 — ¢

0
2 < <14

070 —e TS
Replacing these bounds in (3.15), and defining 0° = 1/a°, we get

2e0” 2¢0Y

1 <o <1+ (3.16)

a0 —¢ a0]z0] — &
It’s easy to see that the first inequality, together with the assumption
over &, imply o} > 1/&, which in turn implies the thesis.

O

Intuitively, the Lemma above says that, for the considered problem,
if algorithm (3.3) with stepsize (3.15) starts from a point close to
consensus (i.e., a point where solution estimates across different nodes
are mutually close), then the next step size at each node will not be
too large. More precisely, the size of the next step size is controlled
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by the consensus neighborhood ¢ that we start from. In other words,
if the next step size is to be upper bounded by an arbitrary constant
& > 1, we can find a problem-dependent constant ¢ such that, starting
at most € away from consensus, the next step size at each node is at
most &. To further explain this, suppose that all the quantities sf /sF’s
are €'-close to one, |sh/sF| € (1—¢,1+¢€), for all nodes i, j. Then, in
view of (3.16), quantity crf“, for all nodes ¢, is approximated as:

l+ofne.

In other words, for the special case of the consensus problem, provided
that all the quantities s;? /s¥’s are ¢-close to one, the next step-size

1/ is in a neighborhood of one, and is hence bounded.

Let us now present some numerical results. We consider the prob-
lem of minimizing a logistic loss function with /5 regularization, that
is, we assume the local objective function f; at node i is given by

fy)=In (1 +exp(-baly)) + 3RIylE (317

where a; € R", b; € {—1,1} and R > 0. Nine methods are considered,
obtained combining three possible choices of the matrix B and three
different ways of computing the step sizes af. We consider an increas-
ing sequence of values of the upper bound a,.x, and for each method
and each value of the step bound the number of iterations necessary
to arrive at convergence is plotted in Figure 3.1.

The dimension 7 is set to 10 and we generate a; € R™, b, € {—1,1}
in (3.17) as follows. For i = 1,...,n we take a; = (a;,...,@in1,1)"
where the components a,; are independent and come from the stan-
dard normal distribution, and b; = sign(a/y* + ¢;) where y* € R®
with independent components drawn from the standard normal dis-
tribution, and ¢; are generated according to the normal distribution
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with mean 0 and standard deviation 0.4. Finally, we take the regu-
larization parameter R = 0.25. The initial vectors x) are generated
independently, with components drawn from the uniform distribution
on [0,1], and at each iteration we define the consensus matrix W* as
the Metropolis matrix [65]. The convergence analysis we carried out
in Section 3 does not rely on any particular definition of the step-sizes
aF, therefore we need to specify how each node chooses the step-size
at each iteration. Two cases are considered. The first one, referred

to as spectral in Figure 3.1, is the case where of = (¢F)~! with oF

% %
as in (3.14). The second case we consider is the one where each node
performs local line search by employing a backtracking strategy start-
ing at ama, to satisfy classical Armijo condition on the local objective

function. That is, to satisfy
N
Ji (Z WX} = afZ?> < filxf) — i Vfi(x}) 'z
j=1

with ¢ = 1072 and zf = uf + V f;(xF). We refer to this method as line
search. It is worth noting that there are no convergence guarantees
for the line search method. The rationale for including a comparison
with it is to show that the method [25] exhibits a significantly higher
degree of robustness with respect to a meaningful, time-varying and
node-varying, local step size strategy that can be employed.

For comparison, we also consider the method with fixed step-size

k

o = Qmax for every k and every ¢ = 1,..., N. The choices of the

matrix B* are given by B* = 0 (plot (a) in Figure 3.1), B* =a ! I

max

(plot (b)) and B* = agl W* (plot(c)), where for the case B # 0

max
the choice is made following [24]. Notice that the case af = apax
and B¥ = 0 corresponds to [47, 35] with constant, coordinated step-
sizes. We consider increasing values of .y in [50%, %}, while we fix
Omin = 1078 as we saw that, in the considered framework, its choice
does not influence the performance of the methods significantly.
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The sequence of communication networks {Gx} is defined as follows.
We consider a network § with N = 25 nodes, undirected and con-
nected, generated as a random geometric graph with communication
radius \/N~1In(N), and we define the sequence of networks {G;} by
deleting each edge with probability i. We carried out analogous tests
in the cases where G is symmetric and constant and in the case where
it is given by a directed ring. The obtained results were comparable
to the ones that we present. We also observed in practice that double
stochasticity of the underlying network appears to be essential for the
convergence of the considered methods.

We are interested in the number of iterations required by each
method to reach a prescribed accuracy. More precisely, we terminate
the execution of the method when

max [z — '] <<,
where € = 107°. That is, we stop when the local error at each node is
smaller than €. In Figure 3.1, on the z-axis we show the upper bound
Omax While on the y-axis we show k for each method. To facilitate
the comparison among the methods, in Figure 3.2 we plot the same
results, with y-axis cut at 2000.

We can see in Figure 3.1 that, for all the choices of the matrix By
that we consider, the method that employs time-varying asynchronous
step sizes given by (3.14) converges for maximum step bound o, that
is at least 10 times larger than the method that uses the same step size
at every node and each iteration, while the method that selects the
step size with local line search converges for ap,., equal to 2 to 3 times
larger than the method with fixed step size. Moreover, we can see
that choosing B = bl seems to increase the maximum value of .y
that yields convergence for all the considered methods. Finally, in
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Figure 3.1: Number of iteration for increasing upper bound on the

step size

Figure 3.2, we can notice that for most of the tested values of ay,., we
can see that the spectral methods requires a smaller number of itera-
tions than the method with fixed step-size, therefore in the considered
framework, using uncoordinated time-varying step-sizes given by [25]
helps to significantly improve the robustness of the method and also
the performance. Notice also that the spectral step-size strategy ex-
hibits a “stable”, practically unchanged, performance for a wide range
of apayx; hence, it is not sensitive to tuning of ay,.c. This is in con-
trast with the constant step-size strategy that is very sensitive to the
step-size choice .. This is important also from the practical point
of view: the bounds to ap., and A given by Theorem 3.1, as well
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as the value of the step size that ensures convergence of the method
with fixed step size, are usually unknown in practice. The numerical
results show that, if the step size is computed as in (3.14), then the
method is robust to the choice of a,. and that a bound of A is not
necessary for convergence. That is, ap;, can be set to a small value
independent of system parameters, e.g., amin = 1078, and setting cumax
requires only a coarse upper bound on quantity 1/L.



Chapter 4

Distributed Inexact Newton
Method with Adaptive Step
Size

4.1 Introduction

In this chapter we propose a distributed Inexact Newton method with
adaptive step size, for the finite sum minimization problem

min f(y), f(y)= Z fily) (4.1)

yER”
that we already discussed in Section 2.1 and Chapter 3.

When considering second order methods in the distributed and
large-scale framework, there a few issues that need to be addressed.
First of all, as in the classical framework, Hessian-based methods are
typically quite expensive: while in the distributed framework the work
of computing the Hessian is shared by the nodes and therefore does
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not usually represent a problem, solving the linear system that is typ-
ically required at each iteration to compute the direction may be pro-
hibitively expensive for problems of very large sizes. Secondly, while
we normally assume that nodes can share the local vector of variables
and the local gradients (or some other vector), sharing the Hessian
would cause the communication traffic to became too large. In par-
ticular this implies that, while we can usually define the algorithms in
such a way that each node works with an approximation of the global
gradient that becomes more and more accurate along the iterations,
the same thing cannot be done with the Hessian matrix, as sharing the
Hessian with the neighbours would be impractical. Finally, the order
of convergence. Ideally, one would like for a second order method to
show superlinear or quadratic local convergence. However, when con-
sidering the distributed framework, there are two main obstacles: ex-
act consensus and choice of the step size. Both the weighted averaging
strategy [11] used in [74] and the primal-dual scheme used in [44, 27]
only yield linear convergence of the local vectors to the global con-
sensus vector and therefore methods involving this strategies cannot
achieve overall superlinear convergence. On the other hand, it is know
from the theory of second order methods in the classical centralized
framework that the choice of the step size is of fundamental impor-
tance in order for a method to achieve both global convergence and
fast local convergence. However, classical line search strategies, which
effectively solve this issue in the centralized framework, are not appli-
cable in the distributed setting as they require knowledge of the value
of the global function at all nodes and may require several evaluations
at each iteration, which would be prohibitively expensive from the
point of view of communication traffic. The distributed method pro-
posed in [75] achieves quadratic converges by employing a finite-time
communication strategy to share the local Hessians (or their rank one
approximation) through the whole network, and the step size proposed
in [52] for Newton’s method in the centralized case, which ensures both
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global convergence and fast local convergence without requiring mul-
tiple function evaluations at each iteration.

We present here a Distributed Inexact Newton method that em-
ploys an adaptive step size that can be computed at each iteration
without knowing the global constants of the objective function, [29].
The method computes the search direction using a suitable iterative
solver in order to distributedly compute an approximate solution of
the Newton linear system at each iteration. After the direction is
computed, the step size is defined based on the value of the gradient
and the forcing term in the solution of the linear system. The con-
sidered step size is an adaptation of the one presented in [52], to the
distributed framework, and to the case where the Newton system is
solved inexactly. Under suitable assumptions over the objective func-
tion f and the underlying communication network, we prove that the
proposed method achieves global convergence and local linear, super-
linear or quadratic convergence depending on the choice of the forcing
term, analogously to the centralized Inexact Newton method [12].

This chapter is organized as follows. In Section 4.2 we describe the
framework we consider, state the basic assumption on the considered
problem, and describe the penalty reformulation. DINAS algorithm
is stated and discussed in Section 4.3 while the theoretical analysis
is presented in Section 4.4. Section 4.5 contains a set of numerical
results that investigate the performance of the DINAS and compare
it with relevant methods from the literature.

4.2 Preliminaries

The computational framework is analogous to that considered in Chap-
ter 3: we assume that a network § = (V, €) of computational agents
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is given, such that agent ¢ holds the function f; and can communicate
directly with all its neighbors in §. Moreover, we assume that each
agent holds a local vector of variables x; € R™. The properties of the
communication network are stated in the assumption below.

Assumption D1. The network G = (V, ) is undirected, simple and
connected, and it has self-loops at every node, i.e., (i,1) € € for every
i1=1,...,N.

We associate the consensus matrix W to the graph G such that the
following assumption hold.

Assumption D2. The matriz W € RV*N is such that
o if (4,5) ¢ € then w;; =0
o W s symmetric and doubly stochastic

Moreover, we define W = W ® I,, € RrPVxnV,

Regarding f, we make the following assumption, which is standard
for Newton-type methods.

Assumption D3. For everyi =1,....N f; : R® — R is a twice
continuously differentiable function and there exist j;, L; > 0 such that
fi is pi-strongly convex and V2 f is L;-Lipschitz continuous for || - || s-
That is, for everyy,z € R”

L4 ,ul[ < VZfZ(}’):

o [V2fily) = V2fi(2)llo < Lilly — 2zll

We define L = Zfil L; and, analogously, u = vazl -
We notice that Assumption D3 implies in particular that for every
i=1,...,N
_ _ 1
IV2£i(y) oo < IV2A(y) 72 < P

(2
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As described in Section 2.1, problem (4.1) can be equivalently written
as
min F(x), s.t. (I — W)?x =0 (4.2)

XER”N
with

F(x) = Zfi<xi>‘

In the following, we consider the quadratic penalty reformulation
of (4.2). That is,

min ®z(x) with ®g(x) = F(x) + iXT([ — W)x. (4.3)

x€R?N 26
The relationship between the penalty problem above and the original
problem (4.1) is analysed in [72]. In particular, it is know that the
penalty problem yields an approximate solution of (4.1) such that
|xf —y*|| = O(B/(1 — A\2)) where x* = (x7},...,X}) is the solution of
(4.3), y is the solution of (4.1) and A, is the second largest eigenvalue of
W. The method we present in the following section solves the penalty
problem (4.3) for a given value of 8 > 0. Later in the same section,
we discuss how the method can be used to solve a sequence of penalty

problems with decreasing values of the parameter (3 to find the solution
of (4.1).

4.3 Algorithm DINAS

The classical Inexact Newton iteration for (4.3), given the current
point x* and the forcing parameter 7, is defined as

X = xk o, dF

where d* is such that
HFd*F = gF 4 ¥ (4.4)
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where H* = V2®4(x"), g = V®4(x*) and the residual vector r* €
R™ satisfies

¥ lloo < mllg® oo (4.5)

In general, it is assumed that n, < n < 1 for every k, while the step size
ay is determined by line search or some other globalization strategy
[16]. If m, = 0 the method is in fact Newton’s method. Notice that
we are using the norm || - ||« in the above expressions, as it is suitable
for the distributed framework we are interested in.

To apply the above Inexact Newton iteration in the distributed
framework we need to solve two problems: to distributedly compute
the direction d* such that (4.5) holds and to choose the step size ay.
A number of methods is available for solving linear systems in the dis-
tributed case [28, 36, 37|, however it is easy to see that, because of the
particular structure of the penalty function ®43(x), the system that we
are considering (4.4) follows the sparsity pattern of the communica-
tion matrix and therefore it can be solved with a suitable fixed point
method without any changes [26, 27]. In the following, we assume
that the system is solved with Jacobi Overrelaxation (JOR) method
but the theoretical analysis is valid for any solver, provided that they
can be applied distributedly to (4.4) and achieve (4.5) for any given
forcing term n > 0.

For the sake of clarity let us briefly state the JOR method for
solving (4.4), while further details can be seen in [26, 27]. First of all
notice that the coefficient matrix of the linear system

HY = V2®4(xF) = V2F(xF) + %(I —W)

is symmetric and positive definite due to strong convexity of F', the
fact that (I — W) is positive semidefinite and 3 > 0. Moreover, g*
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and H* have the following block structure:
gr HY ... Hiy
gh=|: | H'=| : :
8N HYy ... Hiy
with blocks given by, for i,j =1,..., N

g = Vfi(x}) % ( wa >
)

In the following, we use H¥ to denote the i-th block row of matrix H*.
That is HF = (HE, ..., HE) € RN We remark that by definition of
the consensus matrix W, we have that w;; = 0 if nodes ¢ and j are not
neighbors in the communication network. In particular, if (i, j) ¢ € we
have Hfj = 0. Given the linear system (4.4), a relaxation parameter
w > 0, and an initial guess d*° € R™, JOR method computes a
sequence d®™ that, for a suitable choice of the parameter w converges
to the solution of (4.4). Because of the particular block structure of
the coefficient matrix, in the case that we are considering JOR method
can be implemented distributedly, in such a way that node ¢ computes
the i-th block d¥™ of the approximate solution, and it only needs to
communicate with its neighbors in G. Iteration m of JOR at node 17 is
given by

km+1 _ 1k,m k k 1k,m
dPmt = AP+ w(DE)” ( ZHUdJ ) (4.6)

where D} = diag(H};). Since each node holds g} and Hj; for every
j=1,...,N and H}; = 0if (i,j) ¢ €, we have that the nodes need to
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share their approximate solutions df’m only among neighbours. It is
known [26] that the method converges for

1—w

L+25

with @w = max;<;<y w;;. From now on we will assume that w is chosen
in such a way that JOR method converges, with further implementa-
tion details postponed to Section 4.5.

Having a distributed algorithm for solving the system of linear
equations, let us explain the adaptive step size strategy we will employ
here. The basic assumption we have is that the global constants y and
L are not available. Thus we employ the procedure that is governed
by a sequence of parameters {7}, that are used to generate the
step sizes, adopting the reasoning from [52] to the case of distributed
and inexact method. At each iteration we compute a trial step size
based on the current value of 4, and check if such step size induces
enough decrease in the gradient. If the decrease is large enough the
step size is accepted and we proceed to a new iteration. If not, the
step size is rejected, the value of 74 is reduced and a new trial step size
is computed. We will prove that this procedure eventually leads to an
acceptable step. Moreover, since the direction d* stays the same until
a suitable step size is found, the check is inexpensive. The step size
computation includes the infinity norm of the gradient at the previous
iteration and thus all nodes needs this value. For this reason, we use
the algorithm from [75] in order to exchange of information around the
network. Notice that in [75] the nodes exchange either local Hessians
or their rank one approximations, while in DINAS they will exchange
only scalars. For the sake of completeness we include the algorithm
here.

Algorithm 4.1 (DSF). [75]
Input: {S;}i—1.n messages at each node
Node i:

0<w<?2p
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1: set [l() = {Sl}

2: fork=0,...,.N—1do

3:  forjeN; do

4: take S € Ié“_l such that S was not received from node j and
not sent to node j at the previous iterations

5 send S to node j

6: end for

7. update IF adding the messages received by the neighbors

8: end for

We can now state the main algorithm. In Algorithm 4.2 the pro-
posed method is described in a node-wise fashion, to facilitate the
understanding of the distributed flow. A condensed formulation will
be used later on, for theoretical considerations.

Algorithm 4.2 (DINAS).
Iteration k,
each node i holds: Mk s Xfa gfv sz7 Ve > 0, ||gk||00a q € (Oa1>

1: All nodes run DJOR iterations (4.6) to compute {d¥}Y | such that
1HFdY — gflloc < millg™llos Yi=1,...,N (4.7)

2: All nodes compute the step size

: L —n 1 }
a =minq 1, Vi (4.8)
{ (1 +m)% " llg* oo

Each node i computes X; = x¥ — ad¥

i J—

All nodes share x; with the neighbors in N;
FEach node i computes g; = V f;(X;) + % (f{z - wijfcj)

All nodes run DSF (Algorithm 4.1) with message at node i given
by Si = ||l
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7: Fach node i computes ||g||cc = max;j—1.y S5,
8: Fach node i performs the following check and conditional updates

9: af
ap < 1
~ 1— 2 (49)
{Ilglloo < [lg* oo — 35725
or
ap — 1
R (4.10)
{Hglloo < )| &P loo + 5o (1 + mi)? (18715
then

10: set 7’2“1 = V& .
11: setx; =%, g7 =i, 18" o = I8l
12:

13: define HF™' = (Hi, ... HFY) € RN with

i {VZfi(fo)jL%(l—wii)In ifj=i

_%wij[n ifj#i
14: else
15:  set v, = qy, and return to line 2
16: end if

Notice that the local conditions (4.7), which is the stopping crite-
rion for DJOR, implies the global condition

1H*d" — g* oo < millg" -

The application of JOR method for solving (4.4) implies that in each
inner (JOR) iteration every node shares its current approximations
d¥™ with its neighbours. Each iteration of JOR method includes
only the inversion of the local diagonal matrix and is hence rather
cheap. Depending on the value of 7 the number of inner iterations
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can vary but the right hand side of (4.5) ensures that initially (that is,
when the gradient is large) we solve (4.4) rather loosely, with relative
large residual and small computational effort while the accuracy re-
quirements increase as the gradients gets smaller and we approach the
solution. Since we avoid the computation of the exact solution of the
linear system, DINAS should be particularly effective if the dimension
of (4.1) is relatively large. From the point of view of communication
traffic, in addition to what we already noticed about JOR, comput-
ing ||g||s requires all nodes to know the infinity norm of all the local
gradients an it is achieved through Algorithm 4.1. While this implies
that several rounds of communication have to be performed at each
iteration, this procedure is relatively cheap, as only scalar values are
shared at each round. The step size computation at line 2 is performed
locally by each agent but the resulting step size is the same for all of
them, as all the involved quantities are available to all nodes. The
check and update defined at line 9 is again performed by all nodes
using the same values and hence the results will be the same. There-
fore, all nodes go back to line 2 or all nodes update the approximate
solution x¥. Therefore the if loop at line 9 is well defined. In the next
section we will prove that the check cannot fail infinitely many times,
and therefore the algorithm is well defined.

4.4 Convergence of DINAS algorithm

Lemma 4.1. If Assumptions D1 - D3 are satisfied, then the following
holds

i) if i < %2 then the condition at line 9 is satisfied

ii) the number of times ~y is reduced is bounded from above by

L
108;1/q VOE



4.4 Convergence of DINAS algorithm 111

iii) for every k € Ng we have 5 < vy, < 7o, with ¥ = q“fQ

iv) there exists my € Ny such that v, = vz, for every k > my

In particular, this implies that the algorithm is well defined, as there
are only a finite number of iterations where the candidate step is re-

jected.

Proof. Since f is continuously differentiable we have that for any o €
R

1
g(xF — ad*) = g(x") — aH*d" - / a (H(x" — sad”) — H*) d"ds.
0

From Assumption D3, (4.4) and (4.5) we then have

lg(x" — ad)[lw < 8" — a(g" + 1)l

1
+a/ |H(x" — sad®) — H*||oo[|d"||oods
0
1
< 11— ol s + @l o + a2L / sl 2. ds
0

oL _
<1 = ofllg"|lee + omellg” oo + TH(H'“) Hg" 4+ M2

1L
< (11— af + ma)llg"ll« + 5@(1 +1)*a? 18" 13-

(4.11)
To prove the first statement we have to prove that if v, < p?/L
then either (4.9) or (4.10) hold. From (4.11), if ax = 1 we have

) 1L
18]l < mellg®[loc + 5@(1 +)? 18" 12
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otherwise, replacing the value of ay < 1, we get

- (1—m)? 1 k
00 < 1- 00

1L 1 —mn 1 2
+——(1 2 k|2

L+ m)? |00
(L—m)® (1L
< ||gk||oo+m7k 5?7’“_1 :

Since we are assuming v, < “—LQ the desired inequalities follow immedi-
ately in both cases and we get 7).

By definition of 741 (lines 10 and 13 in Algorithm DINAS), the se-
quence {7} is non increasing, the value of 7y is reduced only when
neither (4.9) nor (4.10) are satisfied and in that case yx11 = ¢y, for
a fixed ¢ € (0,1). This, together with ¢) implies i) and 7). Since we
proved that {74} is bounded from below, iv) follows immediately. [

Lemma 4.1 implies in particular that for k& 1a21"ge enough v, becomes
constant. While by iii) we know that 7,5, > ¢/, the Lemma does not

state that -, will eventually reach q%Q.

Notice that the iteration of DINAS can be written in the following
compact form. Given x* and d* such that (4.5) holds, we have x**! =

x* — oy, d* where

ap =minq 1, Vi . (4.12)
{ (L4 m)? 7 [g¥ [l

In the next theorem we prove that the sequence converges to the
unique solution of the penalty problem.

Theorem 4.1. Assume that D1 - D3 hold, {n.} be a nonincreasing
sequence of forcing parameters such that 0 < n, <1 <1 and vy > 0.
Let {x*} be the sequence generated by DINAS for any x° € R™. Then
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i) there exists mgy € Ny such that ap = 1 for every k > my + ma,

and . .
_ 7 _ -7
< | = m1 e — 1 4.1
m2_[c(ng I vmn)?)ﬂ, (4.13)
201 _ =2
Czqu—(l 7);
L (1+7)?

i) limy_ o0 ||g"]|00 = 0;

i) limg_oo X* = X* where x* is the unique solution of the penalty
problem (4.3).

Proof. Let us first assume that at iteration k& we have step size

o = L (4.14)

From (4.9) we have

1 (1 - nk)Q
R o < 18" loo — =Yk ——ts 4.15
I8 e < gl — 5 (7 (1.15)
By Lemma 4.1 we have v, > q“—;. Moreover, since 8;2;2 is a decreasing

function of n for n € (0,1) and n, < 77 < 1 we have that, for every k

1-n)? (-7
Arm? = T+ 1)

>0

which implies that

(1 —m)?
T+ )2

2 —\2
pe (1 —n)
— =C>0
T a10)e

v

Replacing this inequality in (4.15) we get
Ig* oo < [Ig*]lc — C (4.16)
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for every iteration index k such that oy < 1.
Let us now consider the case where o = 1 and let us notice that,
by definition of ay, this implies

1—n
k < vp— 4.17
18" loo < Vk(l )2 ( )

From this inequality and (4.10) we have

1
18" oo < ellg"floo + o (1 ) llg® 13
Tk (4.18)

1 1
< llgtlloe + 5 (1= 1e) 8" lloe = (1 + )& |oo-

Since 1 < 1 < 1, this implies that for every k such that o = 1 we
have

g5 oo < pllg" (oo (4.19)
with p = 3(1 4 7).
Let us now assume that k > my. If oy, = 1, by (4.17), (4.18),
M1 < Mg, and y, = Yy = Vk+1 W€ have

(1 —mw) (1 — Mps1)
5 S PVl g

(1 —m)? o (1 = Mhy1)?

which implies aj; = 1. Denote with my the smallest positive integer
such that o, +m, = 1. This, together with (4.15) implies

18" loe < pllg*lloc < pe

L — iy a1 Ty g —1 Ty i —2

< [lg™ ™ oo < ([T Tl = C
L+ Ny vy —1)?

< [Ig™ oo = (M2 — 1)C,

Vi1 +ma—1 (

and thus

1/ 1= o
g < (||gm1||oo—vml+mg_1< T a1 )+1

Ql

1+ 777?114-7?12—1)2
1

m1 — 1_7?
< g ||oo—7m + 1.

Ql
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Since we already proved that ap = 1 implies a1 = 1 for every
k > ms, this proves ).

Inequalities (4.16) and (4.19), together with ¢), imply part ii) of the
Lemma.

We now prove that the sequence of iterates {x*} converges to the
solution of x*. For every j € N we have, by definition (4.4), (4.5),
(4.19) and the bound on 7

[dmtmet | < | (Hm1+mz+j)—1 (gmitmetd g pmatmatdy|

1 =\ || 12+ 1 - M+t —
< D™ o < (L Dollg™

=

1 o
= ﬁ<1 + )P |8™ ™2 ||

For every s > [ > 0 we then have

s—1
mel"!‘mQ"!‘s _ Xml+m2+lHoo < Z Hdml-i-mz-i-jHoo <
j=l
1 m1+m2 mi-+mso pl
ﬁ(1+n)llg Hoozp]— (1+7)le ||oo =,

This implies that {x*} is a Cauchy sequence and therefore there exists
%X = limy_, ;o x*. Since we already proved that limy . [|g*|lec = 0,
we have that x = x* and therefore ¢iz). O

Remark 4.1. Theorem 4.1 shows that, like line search in the classical
framework, the adaptive strateqy employed by Algorithm 4.2 ensures
convergence to the solution for any initial guess (i.e. global conver-
gence), and also that the full step oy = 1 is accepted whenever the
norm of the gradient ||g*|« is small enough.

Regarding the forcing terms, Theorem 4.1 ensures convergence
of the method to the solution whenever 7, < n < 1. On the other
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hand, for suitable choices of the relaxation parameter, one can ensure
that the spectral radius of the iterative matrix of the JOR method is
bounded away from 1. This implies that the assumptions of Theorem
4.1 still hold if at each iteration of Algorithm 4.2 the nodes perform
only one iteration of DJOR method.

The following theorem shows that, as in the centralized case [12],
the forcing sequence {n;} determines the rate of convergence.

Theorem 4.2. Assume that D1 - D3 hold, vo > 0 and let {x*} be a
sequence generated by DINAS algorithm. If {ny} is a nonincreasing
sequence with ny < 1 and n small enough the method converges linearly
in norm || - |e. If for k large enough we have n, < n||gk||2, for some
n > 0, then the convergence of x* is superlinear for § € (0,1) and
quadratic for 6 = 1.

Proof. We already proved in Theorem 4.1 that ||g*||. and x* converge
to 0 and x* respectively. In the following, we always assume that
k > m = my + me, and hence ay = 1. For § = 0, linear convergence
of ||gk||e follows directly from (4.19). Let us now consider the case
d > 0. For k large enough, from (4.18) we have

1
18" oo < Mellg* oo + s m)?l1g" 1%

1 1
<nllg" 150 + —llgh % < nllglI + —lg" 1%
Yk Y
If 6 = 1 this implies

k+1 g2 + LIk |2 ]
Py U e L F

= =nNT —
kotoo ||gF5, T koo ¥ (13 Vi

which ensures quadratic convergence. If § € (0,1), using the fact that
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gkl — 0 as k — 400, we get

S o (S g’ + 518" 1%

kotoo [|gF]loo T koo 1g* 1%

. 1
= lim 7)g"]% + —g"]l< =0
—+oo Y

and therefore superlinear convergence.
We now consider the sequence x*. For every j € N we have

||Xm+j+1 . X*Hoo _ Hxn‘z—i-j Xt dm+j||oo _

= ) o [P G — ) — (g7 1) (4:20)
1 m+j (m+j * m+j * I ——

< ;HH +J<X i _x ) — (g +j —g )Hoo + ﬁ”r —HHoo-

Since the objective function is twice continuously differentiable, we
have

1
gfnJrj . g* — / H<Xm+j + S(anJrj o X*))<Xm+j . X*)dS
0
and therefore
[ H™ (x™ — x*) = (8™ — g%)||os

1
/ (H™ — H(x™ 4 s(x™ — x*))(x™ — x*)ds
0

(4.21)

o0

1
o L ..
< [ sLpxm = xlfds < Flxm - x)
0

Replacing this term in (4.20) and using the bound on ||r*]|.

™ — x| < ;§HX x5+ ;nijg oo (4.22)
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Since g(x) is continuous and {x*} is bounded, there exists Ly > 0
such that
I8l = ll8" — 8"l < La[x* — x|

Let us consider the case § > 0 and let us notice that, since x* converges

to x*, we can assume j is large enough so that ||x™ —x*||, < 1. By
definition of 7, we then have

1L

[T — x|y < —5lx T xM2 + g™
2 M
1 /1 (4.23)
< " (5 + Lz??) x4 — x| 15

which proves superlinear and quadratic convergence for ¢ € (0,1) and
§ = 1, respectively. For § = 0, let us assume that ||x™" — x*||,, < e.
From (4.22), using the fact that n, <7, we have

_ 1 /L L
bt (b ) I X

For ¢, 7 small enough we have that

1 /L
— (—€+ LQT]) < 1,
W\ 2

which ensures linear convergence and concludes the proof. [

The adaptive step size we use in DINAS can be traced back to the
adaptive step sizes proposed in [52] for the Newton method. Gener-
alizing the reasoning presented there, to take into account both the
distributed computational framework and approximate Newton search
direction. Assuming that N = 1, i.e., going back to the classical prob-
lem of solving (4.1) on a single computational node we can state the
adaptive step size method for Inexact method with the same analysis
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as already presented. Going one step further and assuming that the
constants u and L are available, we get the following statement for
Inexact Newton method with arbitrary linear solver.

Corollary 4.1. Assume that D1 - D3 hold and that the iterative se-
quence is generated as

Xk+1 — Xk . &kdk

where d* satisfies (4.5), and

(4.24)

A . { 1_77k ,u2 1 }
Qr = min < 1,

(L+m)? L llg*]lo

Then lim, x* = x* and the rate of convergence is governed by the
forcing sequence {ng} as in Theorem 4.2.

Proof. The step 81ze employed in DINAS algorithm reduces to &
whenever v, = £ while from part i) of Lemma 4.1 we have that
for this choice of vk either condition (4.9) or (4.10) is always satisfied.
That is, for the considered sequence, we have

(1 — i)

k+1
g
g™l (e

i
0o < Hngoo BCYA

1
2
for every k such that &, < 1, and

1L
8" oo < mellg®lloc + 5;(1 +i)?llg" 1%
for every k such that &; = 1. The thesis then follows directly from
the convergence analysis of DINAS. [J

Remark 4.2. The previous corollary provides a choice of the step
size that is accepted at all iterations. However, compared to ¢y, the
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adaptive step size (4.8) presents several advantages. First of all, the
definition of &y involves the reqularity constants L and p, which are
generally not known. Moreover, depending on the considered objective
function, &y could be very small, especially if in the initial iterations
the value of the gradient is large. In fact a number of methods we
mentioned throughout this thesis assume the step sizes (at least theo-
retically) to be depending on the global constants and are rather small
which potentially makes the methods slow. The numerical experience
so far implies that for a reasonable value of vo we have a rather small
number of rejections in Step 9 and the step size is mostly accepted al-
though v > "72 So, the adaptive step size approach allows us to take
larger steps and proceed faster than the method that employes the exact
value %2, at least when we are far away from the solution. Finally, we
notice that when v, > %2, the right hand sides of inequalities (4.9) and
(4.10) are smaller than their equivalent for v, = “—Lz That is, when the
adaptive step size is accepted, the decrease in the gradient is larger
than the decrease induced by ¢y.

Theorem 4.3. Assume that D1 - D3 hold, {ny} is a nonincreasing
sequence of forcing parameters such that 0 < np, <1 <1 and vy > 0.
Let {x*} be the sequence generated by DINAS for any x° € R™. The
number of iterations necessary to reach ||g*|s < € for a given e > 0
1s bounded from above by

log (7 "|g°]| ) w
k. = | +1
[ log(p~1)

; (1+7) prd—n? 1 }
p = max , 1 —q— - < 1.
{ 2 L (147)* (18"l

Proof. Let us consider inequalities (4.15) and(4.19) derived in the
proof of Theorem 4.1. For every index k& we have that if a;, =1

with

8" le < pllg" [l
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with p=(1+4+17)/2. fag, <1 and C = q“—;(;ggi

C ) k
o | = r2lg Il
18°loo

Notice that since oy < 1, from the definition of a; and the fact that
Ve > qu?/L and n, <7 < 1, we have

—~

18 oo < 18l — € < 181 (1 -

L — 1=
k
o>V > — - >
[l WTrnE 2 L ATy
and thus ps € (0,1). That is, denoting with p = max{p, p2} < 1, we
have that for every iteration index k
18" oo < Allg"[loo-

Let us denote with k. the first iteration such that ||g"
the inequality above, we have

0o < €. From

e <llg" o < Allg* e < 5718 1os

which implies

Ake—1 €
p
1&°][ oo
and thus
_ log (¢7"(|g°]|0)
k. —1 < log,,, (e Hg) = =7,
Ogl/p (6 ||g H ) 1Og(,5_1)
O

The proposed method minimizes the penalty function ®g. That is,
given a value of the penalty parameter 3, Algorithm 4.2 can be applied
to find the solution of (4.3) with arbitrary precision. As showed in
Section 1.2.4, under suitable assumptions problem (4.2) can be solved
by solving a sequence of penalty problems with objective function ®g,
for decreasing ;. We consider the following procedure, analogous to
Algorithm 1.2.
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Algorithm 4.3.
Imput: gy, 5, > 0, x° € R", g € (0,1).
1: fors=1,2,... do
2:  use DINAS starting at X*~! to find X* such that

[P, (X*) [l < €5

3:  set Bsi1 = qPs
4:  Set Es41 = (Es
5: end for

Remark 4.3. Similarly to what we commented for Algorithm 1.2, dif-
ferent choices could in theory be made at lines 3 and 4 for the update of
the penalty parameter B and the tolerance 5. The fized decrease pro-
posed here is suitable for the distributed case as it does not require any
additional communication among the nodes. The convergence theorem
below works with more general conditions over {fs} and {es}.

The following theorem shows that every accumulation point of the
sequence generated by Algorithm 4.3 is the solution of (4.2). We
notice that Theorem 1.17 cannot be applied directly as the matrix
(I —W) is singular and thus the assumption of linear independence of
the gradients {Vh;(x*)} does not hold.

Theorem 4.4. Let Assumptions D1 - D3 hold and let us assume that
two sequences {fs},{es} C Rsg are given. For every s € Ny let us
denote with X° the sequence of R™ such that

[V®5,(%°) oo < &5

If img o Bs = limg_, 1 o5 = 0, then every accumulation point of
the sequence X* satisfies the sufficient optimality conditions (Theorem
1.16) for problem (4.2).
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Proof. We proceed as in the proof of Theorem 3.1 in [26]. Let X be
an accumulation point of {x*} and let K; C Ny be an infinite subset
such that limyeq, X* = X. By definition of X* and ®3,, we have

58 S8 1 ]
s > V5 (%)l = va )+ (= W)z

1 S-S S-S
=N I = W)X°[|oo = [[VE(X®)[|oo,
5,

oo

which implies
(I =W)X [loo < Bs(es + [[VF(X) [|oo)- (4.25)
Since VF' is bounded over {X*}«,, and ;s tends to zero, taking the
limit of the previous inequality for k& — +o0 in K, we get
(I = W)xloo < lim By(es + [VEF(X)]|o0) = 0,
keXq

which also implies that (I — W)'/2% = 0 and therefore % is a feasible
point for (4.2). Let us now define for every s € Ny the vectors

1
v, = — (1 — W)/?x%°,
=W
7y = —([ - W)K*
A '

We want to prove that {v*},cx, is bounded. Let (I — W) = UAU"
be the eigendecomposition of (I — W), with A = diag(\i, ..., \un).
From (4.25) we have that {z°}scx, is bounded. That is, there exists
Z € R such that ||z°|| < Z for every s € K;. Since U is an orthogonal
matrix, by definition of z we have

1
Bs

1 nN 1/2
3 (Ssrer)

i=1

1
Z 2|z 2 |U'z|| = U UAU x| = gl!AUTiS!\
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Since A; > 0 for every 4, this implies that {3-\?(U"x*)7 }sex, is bounded
for every i and therefore {Bi)\Z(U Tx%)2} sex, is also bounded. By defi-
nition of v we get

1 [N 2y
3. (Z MUTXS)Z-) = B—HA”QUTXII = |U"v*|.
S Z:1 S

This implies that {v®}ex, is bounded and therefore there exists
v € R” and Ky C X, infinite subset such that limyex, vV = v. By
definition of x*, ®,, and v* we have

1
e > [V () e = me (- W)

S

[e.9]

= |VFE) + (I = W) .
Taking the limit for s € Ky we get
|[VF(x)+ (I —W)"¥|_ =0,

and thus x is a satisfies the KKT conditions for (4.2). Denoting with £
the Lagrangian function of problem (4.2), by Assumption D3 we have

that V2, £(x,V) is positive definite, and therefore we get the thesis.
0

4.5 Numerical Results

We now present a set of numerical results to investigate the behavior
of DINAS and how it compares with relevant methods from the liter-
ature, for different kinds of problems.

We begin studying how the choice of the forcing terms 7, influences the
performance of the method. As in the previous chapter, we consider
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the problem of minimizing a logistic loss function with [ regulariza-
tion. That is, given {a;}72, C R", {b;}7L, C {-1,1},p > 0, the
objective function f is defined as

Fy) =3 (1t exp(-baly) + gollyld  (426)

=1

We set n = 100, m = 1000 and we assume that node ¢ holds {a;}ex,,
{b;}jen, for R; = {(i—1)100+1,...,100:}. For every j = 1,...,m the
components of a; are independent and uniformly drawn from (0, 1),
while b; takes value 1 or —1 with equal probability. We take the
regularization parameter p = 0.01m. The underlying communication
network is defined as a random geometric graph with communication
radius /N~1In(N), and the consensus matrix W as the Metropolis
matrix [65] (see (2.2)). To evaluate the methods, we define the per-
iteration total cost of each method as the sum of the computational

cost plus the communication traffic multiplied by a scaling constant
r, [5]. That is,

total cost = computation + r - communication (4.27)

The computational cost is expressed in terms of scalar operations,
while the communication traffic is the total number of scalar quan-
tities shared by all nodes. The reason why the scaling factor r is
introduced is that the time necessary to share a variable between two
nodes compared with the time necessary to execute scalar computa-
tions depends on many factors of technical nature, such as the kind of
computational agents that form the network and the technology they
use to communicate, that are beyond the purpose of these experiments.

We consider a logistic regression function f generated as above
and, given § = 0.1, we solve the associated penalty problem (4.3)
with DINAS algorithm for different choices of the sequence of forcing
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Figure 4.1: Choice of the forcing terms, Logistic Regression

terms {n;}. All nodes start with initial guess x{ = 0 € R™ and the
execution terminates when ||[V®4(x*)|| < 107°. We assume that 7, is

given by

m. = min{n, n/|lg"||%}

for different choices of the parameters n and . In particular we con-
sider here § = 0,1 and n = 0.9,0.1,0.001. In Figure 4.1 we plot the
results for the six methods given by the different combinations of the
two parameters. In Figure 4.1a, 4.1b we consider the case 6 = 0 (that
is, mx = n for every iteration index k), while in Figure 4.1c,4.1d we
have § = 1. in each subfigure we plot the value of log,,(||g"||) versus
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iterations (Figure 4.1a, 4.1c) and cost (4.1b, 4.1d), with scaling factor
r = 1. For all the methods we define vy = 1

Figures 4.1a, 4.1c confirm the results in Theorem 4.2: the sequence
|g®| is linearly decreasing for all the considered choices of § and 7,
while for 6 = 1 the convergence is locally quadratic.

For both values of § we see that the number of iterations required by
the methods to arrive at termination depends directly on the choice of
the forcing term: smaller values of n ensure the stopping criterion to
be satisfied in a smaller number of iterations. However, for § = 1 we
notice that, when compared in terms of overall cost, the method with
the smallest value of n performs worse than the other two. For 6 =0
the comparison among the methods for the cost gives the same result
as that in terms of iterations. The results for different values of the
scaling factor r are completely analogous and are therefore omitted
here.

4.5.1 Comparison with Exact Methods

We compare DINAS with Network Newton [43], DAN and DAN-LA
[75], Newton Tracking [74], DIGing [47] and EXTRA [57], which were
all described in Section 2.2. The proposed method DINAS is designed
to solve the penalty formulation of the problem therefore, in order to
minimize (4.1), we apply Algorithm 4.3 with 5, = 0.1, ¢ = 10 and
g, = 0.015,. For Network Newton we proceed analogously, replacing
DINAS in line 2 with Network Newton. All other methods are exact,
and therefore can be applied directly to minimize f. We take 7o =1,
0 = 0 and n = 0.9 in Algorithm 4.2, while for all the methods the
step sizes are computed as in the respective papers. For DAN-LA the
constants are set as in [75]. In particular, we consider four different
values of the parameter ¢ = M, 10M, 100M, 1000 M

First, we consider a logistic regression problem with the same pa-
rameters as in the previous test. The exact solution y* of (4.26) is
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computed by running the classical gradient method with tolerance
1078 on the norm of the gradient. As in [43], the methods are evalu-
ated considering the average squared relative error, defined as

N
Lo I =x
€L - "
NZ P
where x* = (y*,...,y") € R™. For all methods we take initial

guess x9 = 0 at every node, which yields ey = 1, and we terminate the
execution when e* < 10™%. We consider the same combined measure of
computational cost and communication defined in (4.27), with scaling
factor r = 0.1, 1,10 and we plot the results in Figure 4.2.

We can see that for all values of » DINAS outperforms all the other
methods. Network Newton, DIGing and EXTRA all work with fixed
step sizes that, in order to ensure global convergence of the methods,
need to be very small. Despite the fact that each iteration of DIGing
and EXTRA is very cheap compared to an iteration of DINAS, this is
not enough to compensate the fact that both these methods require a
large number of iterations to arrive at termination. DAN and DAN-
LA all use an adaptive step size that depends on the constants of the
problem z and L and on the inverse of ||[VF*|| in such a way that the
full step size is accepted when the solution is approached. In fact, we
can clearly see from the plots that all these methods reach a quadratic
phase where e; decreases very quickly. However, the per-iteration cost
of these methods is, in general, significantly higher than the cost of
DINAS. DAN method requires all the local Hessians V2f;(x*) to be
shared among all the nodes at each iteration. While using Algorithm
4.1 this can be done in a finite number of rounds of communications,
the overall communication traffic is large as it scales quadratically
with both the dimension n of the problem and the number of nodes
N. DAN-LA avoids the communication of matrices by computing and
sharing the rank-1 approximations of the local Hessians. While this
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Figure 4.2: Total cost, Logistic Regression

reduces significantly the communication traffic of the method, it in-
creases the computational cost, as two eigenvalues and one eigenvector
need to be computed by every node at all iterations, and the number
of iterations, since the direction is computed using an approximation
of the true Hessian. Overall, this leads to a larger per-iteration cost
than DINAS. Since 79 = 1 and it only decreases when the conditions
(4.9),(4.10) do not hold, we have that «y in DINAS is relatively large
compared to the fixed step sizes employed by the other methods that
we considered. The per-iteration cost of DINAS is largely dominated
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by the cost of JOR that we use to compute the direction d*. Since the
method is run with 7, large, and d*~! is used as initial guess at the
next iteration, a small number of JOR iteration is needed on average

to satisfy (4.5), which makes the overall computational and commu-
nication traffic of DINAS small compared to DAN and DAN-LA.

We now consider a quadratic problem. That is, we assume

fly) = Z £y), fi(y)=y Aiy+y'b (4.28)

with A; € R™" b € R" for every i = 1,..., N. We take n = 100 and
N = 10 and we generate A;, b; as follows. Given 0 < A\pin < Apax, We
define the diagonal matrix D; = diag(\{, ..., \},) where the scalars \
are independent and uniformly sampled in [Apin, Amax)- Given a ran-
domly generated orthogonal matrix P, € R™*" we define A; = PDP'.
For every ¢ = 1,...,n the components of b; are independent and from
the uniform distribution in [0, 1]. We set Ay, = 0.1 and we consider
different problems of the form (4.28) with increasing values of Apax.
For each problem the exact solution y*, the initial guess and the ter-
mination condition are all set as in the previous test. We also use
the same combined measure of the cost, with scaling factor r. All
methods are run with step sizes from the respective papers, while for
Network Newton we use step size equal to 1, as suggested in [43] for
quadratic problems. In Figure 4.3 we plot the obtained results for
Amax = 0.5,1,10, 100 and r = 0.1, 10.

For this set of problems the advantages of DINAS, compared to
the other considered methods, become more evident as A,y increases.
When M.« is larger, the Lipschitz constant of the problem also in-
creases and therefore the step sizes that ensure convergence of DIGing
and EXTRA become progressively smaller. In fact we can see that EX-
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TRA outperforms the proposed method for A\.x < 1 when the cost is
computed with » = 0.1 and for A\, < 10 when r» = 10, but DINAS
becomes more efficient for larger values of A\p.x. Regarding DAN and
DAN-LA, what we noticed for the previous test also holds here. More-
over, their step size depends on the ratio u?/L which, for large values
of Amax causes the step size to be small for many iterations. While
Network Newton uses the full step size in this test, we can see that
its performance is in general more influenced by the condition number
of the problem than that of DINAS. Moreover, while the per-iteration
communication traffic of Network Newton is fixed and generally lower
than that of DINAS, the computational cost is typically larger, as at
each iteration every node has to solve multiple linear systems of size
n, exactly. Finally, we notice that for all the considered values of A,
the comparison between DINAS and the other method is better for
r = 0.1 which is a direct consequence of assigning different weight to
the communication traffic when computing the overall cost.
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Chapter 5

Distributed Fixed Point
Methods for Linear Systems

In this chapter we consider the same problem as in Section 2.2.3. That
is, we assume we have a linear system

Ay =b (5.1)

where A € R™"™ and b € R" are given, and y € R" is the vector of
the unknowns. We assume that the matrix A is nonsingular, so that
there exists a unique y* € R" solution of (5.1). Moreover, we assume
that a set of computational agents is given, such that each node hold
a subset of the equations of the system, and that can communicate
according to a given network G.

In this Chapter, we propose a class of distributed methods to solve
(5.1), which we refer to as DFIX (Distributed Fixed Point), based on
a given centralized fixed point method associated with the linear sys-
tem, [28]. That is, we extend the convergence theory of fixed point
methods to the decentralized framework. In particular we prove that
under suitable assumptions on the communication network G, we can
prove in the distributed case a convergence result that is completely
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analogous to the convergence theorem of general fixed point methods
in the classical framework: if the spectral radius of the iterative matrix
is smaller than one, the method converges for any choice of the initial
guess.

This Chapter is organized as follows. In Section 5.1 we present
DFIX method and its theoretical analysis. We prove linear conver-
gence of DFIX under directed strongly connected fixed network and
explicitly quantify the corresponding convergence factor in terms of
the parameters of the linear system and the underlying network. We
also propose a modification of DFIX that works in the case where each
nodes hold a subset of the equations, and we shouw that the same the-
oretical results still apply. In Section 5.2 we extend the convergence
analysis of the proposed method to the case of time-varying networks.
We provide assumptions over the sequence of networks that ensure
convergence of DFIX and we compare such assumptions with the as-
sumptions made for similar papers in the literature. In particular we
prove that they are equivalent to those considered in [38, 36, 64]. We
also prove that the case with fixed network is a particular case of
the time-varying case. In Section 5.3 we provide extensive numerical
results. We study how the computational cost and communication
traffic of DFIX depend on the density of the communication network
and on the number of nodes in the network. Moreover, we compare
DFIX with several methods for the literature, including the method
for linear system in the decentralized framework presented in [36] and
different first order optimization methods.

5.1 DFIX method

Let us now define precisely the computational environment we con-
sider in this chapter. Assume that the network of nodes is a directed
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network § = (V, ), where V is the set of nodes and € is the set of all
edges, i.e., all pairs (4, 7) of nodes where node i can send information
to node j through a communication link.

Definition 5.1. The graph G = (V, &) is strongly connected if for
every couple of nodes i, j there exists an oriented path from i to j in G.
That is, if there exist sy, ..., s such that (i,s1),(81,82),...,(s1,7) € E.

Assumption C1. The network § = (V, E) is directed, strongly con-
nected, with self-loops at every node.

Remark 5.1. The case of undirected network G can be seen as the
particular case of directed graph where G is symmetric. That is, (i,j) €
€ if and only if (j,1) € E. In this case, the hypothesis that G is strongly
connected is equivalent to G connected.

Let us denote by O; the in-neighborhood of node i, that is, the set
of nodes that can send information to node ¢ directly. Since the graph
has self loops at each node, then i € O; for every i. We associate with
G an n x n matrix W, such that the elements of W are all nonnegative
and each row sums up to one. More precisely, we assume the following.

Assumption C2. The matric W € R™"™ is row stochastic with ele-
ments w;; such that

Let us denote by w,,;, a constant such that all nonzero elements
of W satisfy w;j > wmin > 0. Under the previously stated assumptions

we know that such constant exists. Moreover, we have wy, € (0,1).
Therefore, for all elements of W we have

Wi 7£ 0= Wi > Wmin- (52)
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The diameter of a network is defined as the largest distance between
two nodes in the graph. Let us denote with ¢ the diameter of G.

We consider a generic fixed point method for solving (5.1). That
is,
y* = My" +d, (5.3)

with M = [m;;] € R™", d = [d;] € R" defined in such a way that
node i contains the i-th row M; € R'™" and d; € R. Moreover, we
assume that the fixed point y* of (5.3) is a solution of (5.1). We as-
sume that at each iteration each node holds a local copy of the vector
of variables, that is, each node hold a vector of size n equal to the
dimension of the considered problem. We denote with x¥ the local
vector of variable for node i at iteration k.

The DFIX method is presented in the algorithm below.

Algorithm 5.1. [DFIX]
Input: {x%};1 .
Iteration k, node i:

1: compute XF as follows

n
~k+1 E k
J=1

Akl Ak s .
Tij = Ty, T # ]

(5.4)

2: share X% with its neighbors
3: update the local estimate x¥

n

k1 _ 1

X; —g w;;X; (5.5)
=1
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Notice that in line 1 each node ¢ updates only the i-th component
of its solution estimate and leaves all other components unchanged,
while in line 3 all nodes perform a consensus step [11, 23, 61] using the
set of vector estimates )2?“. Defining the global variable at iteration
k as

Xk = (x’f; e ;Xﬁ) € R”Q,

Algorithm DFIX can be stated in a condensed form using X* and the
following notation

1 0
]/\4\14 = mi1 ... My ... Myp S Rnxn’ az = dz € R"
1 0

More precisely, matrix ]\/4\Z has the i-th row equal to M, the rest of
diagonal elements are equal to 1 and the remaining elements are equal
to 0. Vector d; has only one nonzero element in the i-th row which is
equal to d;. Now, Step 1 can be rewritten as

)A(f—i_l = ]/\ZZXf + ai,
and we can rewrite the Steps 1-2 in matrix form as
XM = (W@ H(MX* +d) (5.6)

where M = diag (M, M,) € ™", d = (dy;.. ;d,) € R
and ® denotes the Kronecker product of matrices. We remark here
that equation (5.6) is only theoretical, in the sense that since each
agent has access only to partial information, the global vector X ¥ the
matrix M and the vector d are not computed at any node. We derived
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equation (5.6) to get a compact representation of Algorithm 5.1 and
to use it in the convergence analysis.

The following theorem shows that for every i € {1,...,n} the local
sequence {x¥} converges to the fixed point y* of (5.3). Denote

X =(y%...;y9) € R™.

Theorem 5.1. Let Assumptions Al and A2 hold, |M|l. = p < 1
and let {X*} be a sequence generated by (5.6). There exists a constant
T < 1 such that for every k the global error E¥ = X* — X* satisfies

1B oo < 7l B*2|oc, (5.7)
where & denotes the diameter of the underlying computational graph
g.

Proof. Since W' is assumed to be row stochastic there holds (W
I)X* = X*. Moreover, using the fact that d = (I ® I — M)X*, we
obtain the following recursion

EM = (W @ I)ME*. (5.8)
Notice that [[(W & I)M]||» < 1, so we have
1B oo < [ E*|oc- (5.9)

Now, denoting by e’ the i-th block of E* (the local error corresponding
to node 4) and by ef; its j-th component, from (5.8) we obtain the
following
ekH = w;; M; e + szs €y;- (5.10)
s#j
We prove the thesis by proving that if the distance between 7 and 7 in
the graph is equal to [, then for every k

e k+1| < 7'||E¥""Y| s, for a constant 7' < 1. (5.11)
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We proceed by induction over the distance [. If [ = 1, that is, if there
is an edge from j to ¢, then w;; > W, > 0. By (5. 10) we get

e | < wig | Mef| + Y wislely] < wigpl E¥loo + E¥|oo ) wis
S#] s#]

< (1= wig(1= W) 1B oo < (1 = win(1 = 1)) | E* |l
(5.12)
and defining 7/ = (1 — wyin (1 — p)) < 1, we get

e | < 7 IE |- (5.13)

Assume now that (5.11) holds for distance equal to [ — 1, and let us
prove it for I. Let (j,s,-1,81_2,...,51,4) be a path of length [ from j
to ¢. In particular we have that w;s, > 0 and thus

e < wis, ek ;| + > wislely]. (5.14)
S#S1

For each of the terms |ef;| in the sum, by (5.9), we have
el < NE oo < 1B oo (5.15)

Let us now consider the term \e’;j . Since (j, $1-1,S1-2,---,51,1) is a
path of length [ from j to ¢ and the distance between j and ¢ is equal
to [, we have that the distance between j and s; is equal to [ — 1 and
therefore, by inductive hypothesis

| < | EFY) o = 7| EF Y|, for 7 < L. (5.16)

€51

Replacing (5.15) and (5.16) in (5.14), we get

| k+1| < Wi, T HEk Hl”oo + szs |Ek Hl”oo _

S#S1
_ 5.17
= (1= s (1= 7)) | B o 5:17)
< (1 = Whnin(1 — /)) ”Ek l+1||oo
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and defining 7 := (1 — Wy (1 — 7')) < 1 we get (5.11). Now the thesis
follows directly from the fact that the distance between any two nodes
is smaller or equal than the diameter ¢ of the graph.[]

The previous analysis shows that the global error in nonexpanding
and that we have a decrease after at most ¢ iterations, where J is
the diameter of the underlying graph. Next we quantify the R-linear
convergence factor.

Corollary 5.1. Suppose that the assumptions of Theorem 5.1 are sat-
isfied. Then each node’s solution estimate x¥ converges to the so-
lution y* of the problem (5.3) R-linearly with the factor v = 7/°,

i.e., for each i € {1,2,..., N} there holds ||x¥ — y*||c = O(7%), where
1/
7= (1= whin(1 = )"

Proof. Denote & := || X* — X*||.o = ||E¥||o. Notice that (5.9) im-
plies that &,y < & for every k. Moreover, every iteration k& can be
represented as k = sd + ¢, where s, ¢ € Ny and ¢ < §. Then,

6 < Gue < T = Iy < HITTIg i kO

where s
y=70 = (1= wp, (1= p))

and .

S IX° - X

By definition of X* and X* we have ||xf — y*||co < &, i =1,...,N
and the result follows. [J

C =

5.1.1 DFIX Method - multirow case

We consider now the case where each of the nodes holds a subset of
rows of the fixed point method, opposed to the previous section, where
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each node had exactly one row. We consider again the fixed point
iterative method (5.3) and we assume that N computational agents
are given. We denote with R; the set if indecess of the rows available
to agent i and we assume R;(\R; = @ for i # j and U, Ri =
{1,2,...,n}. More precisely, each node i holds M; € R and d; € R,
for all j € R;. As in the previous section. the algorithm is designed in
such a way that each node computes a local estimate of the solution

*

y.

Algorithm 5.2. [DFIXM]
Imput: {xV};=1 .y CR"
Iteration k, node i:

+

1: compute XF as follows

n

sk+1 E k :

331] — mjlxil + dj? j € Ri)
=1

(5.18)
2: share X with its neighbors
3: update the local estimate x¥
N
Xt = Z wijﬁgﬁ—l (5.19)
j=1

Notice that, analogously to the single-row case, in line 1 each node
1 updates only the components j € R; of its solution estimate, while
in line 3 a consensus step is performed using the set of iterates )?;f“

obtained from the immediate neighbours.

Algorithm DFIXM can be stated in the condensed form with
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0
d.
x» ~ d‘-JH
Xe=|:]ler", qg=|"7]er"
k
XTL
dj+qz'
0

and ]\//7Z € R™™ such that the j-th row of ]\/I\Z is equal to the j-th row
of M for all 7 € R;, the rest of diagonal elements are equal to 1 and
the remaining elements are equal to 0.

Now, line 1 can be rewritten as

)A(erl = ]EX;C + ai,
and each iteration of Algorithm DFIXM can be written as
XM = (W @ I)(MX* 4 d) (5.20)

where M = diag <]\/4\1,,]\/4\n> € R¥N»*Nn and d = <c21;...;02n) €

RN As we already notice, the global expression (5.6) is never com-
puted at any node and it is derived only for theoretical analysis.

The following theorem shows that for every i € {1,..., N} the
local sequence {x¥} converges to the fixed point y* of (5.3) as in the
case of DFIX.

Theorem 5.2. Let Assumptions C1 and C2 hold, |M|lw = p < 1
and let { X%}, be the sequence generated by (5.20). Then, for every
k, the global error E* = X* — X* satisfies

IE* oo < 7 E* 4o, (5.21)
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where § denotes the diameter of the underlying computational graph G
and
r=1—-wd, (1—p)c(01). (5.22)

mwn

Proof. The proof is essentially the same as the proof of Theorem 5.1
with some technical changes. The error expression is now

et = wi; Myel +> " wigel, (5.23)
575

where h depends on ¢ and j. As in the previous case, we prove the
thesis by proving that if the distance between j and 7 in the graph is
equal to [, then

e < T EFM (5.24)

for every k, with 7 = 1 —w!, (1 — u) € (0,1). Let us proceed by
induction over the distance [. If [ = 1, that is, if there is an edge from
J to i, then w;; > W > 0. By (5.23) we get

le k“| < wy;| Myeh| + Zwls\e

S#]
< wii|| B oo Z [mona] + [ E* o D wis
s#J

< meEkHoo + B loo (1 — wyy)

< (1= wi(1 = ) 1 B[l

S ( wmln - M))HEkHOO?
and defining 7" = 1 — wyn (1 — ) < 1, we get

e < 7N B oo (5.25)

The rest of the proof is completely analogous to the proof of Theorem
5.1 and hence omitted here.[]
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Analogously, we can quantify the convergence factor in the same
way as before and the corollary below holds.

Corollary 5.2. Suppose that the assumptions of Theorem 5.2 are sat-
isfied. Then each node’s solution estimate x¥ converges to the so-
lution y* of the problem (5.3) R-linearly with the factor v = 7/°,
i.e., for each i € {1,2,..., N} there holds ||x¥ — y*|loc = O(7*), where

T = (1 — W) (1 = N))1/6~

DFIXM is a generalization of DFIX that might be of practical
importance as it allows us to solve an n dimensional linear system
with an arbitrary number of nodes N < n which might be the case in
many applications. However we will continue with DFIX method for
time-varying networks in the next Section to avoid notation cluttering
and to facilitate reading. The changes in the proofs are of the same
type as above.

5.2 Time-varying Network

The theoretical analysis presented in the previous section relies on the
fact that the communication network is the same at all iterations. As
we noticed in Chapter 1 this assumption could be impractical since
it does not take into account possible failures of the communication
link between two agents. In this section, we extend DFIX to the time-
varying framework and we give assumptions on the sequence of graphs
that yield a convergence result analogous to Theorem 5.1. In particular
we show that, in order to achieve convergence, the underlying network
does not need to be strongly connected at any time.

Assume that a sequence of directed graphs {Gx}x is given, such
that Gy represents the network of nodes at iteration k. That is, at
iteration k, each node can communicate with its neighbours in G;.
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The DFIX algorithm described by equations (5.4) and (5.5) can be
applied in this case if we replace (5.5) with

where W is the consensus matrix associated with the graph G, that
is, W* satisfies Assumption C2 with G = G;. With this modification,
the equation describing the global iteration becomes

X = (WR @ I)(MX* +d). (5.27)

We will prove a convergence result for a class of sequences of graphs.
We first present and analyze the assumptions on such sequence.

Remark 5.2. Let us consider a generic set of graphs G1,...,SG,,. It is
easy to see that if for every index j the graph G; has self-loops at every
node then the set of edges of the composition Gio0---0G,, contains the
set of edges of G; for every j. In particular, if there exists an index
Je{l,...,m} such that G; is fully connected, then G10---09,, is also
fully connected.

Definition 5.2. Given an infinite sequence of networks {Gi}r and
a positive integer m, we say that the sequence is jointly fully (respec-
tively, strongly ) connected for sequences of length m if for every index
k, the composition G0Gk 10+ - 0Gkm_1 1 fully (respectively, strongly)
connected.

Definition 5.3. Given an infinite sequence of networks {Sx }r and two
integers 1o, |, we say that the sequence is repeatedly jointly strongly
connected with constants 7y, [, if for every index k, the composition
Srotkt © Grgtkit1 © 0 Groqkr1y 18 strongly connected.
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Definition 5.4. Given two vertices i, 7 we say that there is a joint
path of length | from i to j in Gy, ..., Gkrm_1 if there exist s1,..., 8,1
such that (i,81) € Exrm—1, (51,82) € Errm—2y---5(851-1,7) € Ekrmt,
and we say that i, have joint distance [ in G, ..., Gprm_1 if the
shortest joint path from © to j is of length L.

Our analysis is based on the following assumption.

Assumption C3. {G;} is a sequence of directed graphs, with self-
loops at every node, jointly fully connected for sequences of length m,
for some positive integer m.

The algorithm presented in [38] works for time-varying network in a
similar framework. Formally, the hypothesis on {G;} in [38] is the
following.

Assumption C3’. {Gx} is a sequence of directed graphs, with self-
loops at every node, jointly strongly connected for sequences of length
P, for some positive integer p.

We show now that Assumptions C3 and C3’ are equivalent, in the
sense specified by Proposition 5.1. In the following, given an integer
m, we denote with §™ the composition of m copies of G.

Lemma 5.1. If G is a directed strongly connected graph with self-loops
at every node and diameter &, then G° is fully connected.

Proof. By definition of composition we have that (i,7j) is an edge in
G if and only if

3s1,...,85-1 € V such that (i, 1), (s1,52),...,(ss-1,7) € 9. (5.28)

We want to prove that for every 7,7 € V a sequence of nodes s; as in
(5.28) exists.
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Since §G is fully connected with diameter 9, there exists a path in G from
1 to j of length [ < §. That is, there exist a set of nodes vy, ..., v,
such that (i,v1), (v1,v2),...,(v_1,7) are edges in G and therefore a
sequence satisfying (5.28) is given by

5 — Up h=1:1-1
"1 k=16

O

Proposition 5.1. Let {Gx} be a sequence of graphs where, for each
k, S, = (V, &) is a directed graph with self-loops at every node. The
following are equivalent:

(1) there exist 79,1 € N such that {Sx} is repeatedly jointly strongly
connected with constants 1,1

(2) there exists p € N such that {Sx} is strongly connected for se-
quences of length p

(3) there exists m € N such that {Gy} is fully connected for sequences
of length m

Proof. 1t is easy to see that (2) = (1) with 7 = 0 and [ = p and
since full connectivity clearly implies strong connectivity, we have that
(3) = (2) with p = m.

We now prove that (1) = (2) with p = 2[. That is, we prove that if
(1) holds, then for every index s the composition Gs o0 -+ 0 Geio 1 is
strongly connected. Given an index s, we denote with 7 the remainder
of the division of (s — 7) by [, we define h :=["1(s — 79 + 1 — 7). By
definition of 7 and h and applying (1) with k¥ = h we have that the
graph

H:=§4q 700G r 1=

= 91-0+Bl ©0---0 97-0+(I7L+1)l—1
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is strongly connected and thus

Gso---o0 93+25—2 =Gso0---0 9s+l—f—1 oHo 95+21—f 6--+0 95+21—1

is strongly connected. Since 2l — 7 € [+ 1,...,2] we have the thesis.
Finally, we prove that (2) = (3). Since the size of V is finite, there
exists a finite number of graphs with vertices V. In particular, there
exists a finite integer L equal to the number of strongly connected
graphs with vertices V. We denote with Hy,... H; such graphs, with
§; the diameter of H’ and with § := max§;. Given any index k, we
consider (0 — 1)L + 1 sequences of length p as follows:

S1=G,08Gkt1---0 9k+ﬁ—1

S2 = Gr4p O Ghtpr1 -+ 0 Grrop-1

S(S—1)L+1 = 9k+(5—1)Lp © 9k+(5—1)Lp+1 0 9k+(5—1)Lﬁ+ﬁ—1'

Statement (2) implies that, for every j € {1,...,(0 — 1)L+ 1}, S; €
{Hi,... Hp} and thus there exists an index i € {1,..., L} such that at
least o elements of {S1,...,Ss_1),41} are equal to H;. Using the fact

that, by Lemma 1, H f " is fully connected and Remark 5.2, we have

Sko0Gky10---0 9k+(5—1)L;5+;6—1 =510 0 S(S—l)LH

fully connected, and thus (3) holds with m = (6§ — 1)Lp + p.O

To conclude the considerations on the sequence of networks we
remark that, since we are assuming that the linear system (5.1) has
unique solution and that each node contains exactly one row of the
coefficient matrix, the D-connectivity hypothesis introduced in [36] is
equivalent to Assumption C3’ and thus, by Proposition 5.1, to As-
sumption C3’.
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Theorem 5.3. Assume that a sequence of networks {Gx}r is given,
satisfying Assumption C3, and that for every index k the corresponding
consensus matriz W* satisfies Assumption A2. Let {X*} be a sequence
generated by (5.27) with ||M|l.c = p < 1. There exists a constant
o < 1 such that for every k € Ny the global error EF = X% — X*
satisfies

IE* oo < 0| B |, (5.29)

where m s the constant given by Assumption AS3.

Proof. We follow the proof of Theorem 5.1. For every index k, the
matrix W* is row stochastic and ||[(W* @ M| < 1, so we get

EM = (WF @ I)MEF. (5.30)

and
IE* oo < || B*|l - (5.31)

For every node 4, 7 and for every iteration index k, we have

k
it = wl Mjel + wa €yj- (5.32)
s#]
We now prove that if the joint distance between j and i in G 7.1,
Gk—ma2, - -+, 9k is equal to [, then for every k
e < o | BM |, for of < 1. (5.33)

We proceed by induction over the joint distance [. If [ = 1, that is, if
wf; > 0, proceeding as in the derivation of (5.12) we get

e < (1= wii(1 = )1 E¥ |l < (1 = wamin(1 = ) | B loo =2 7| E]|cc-

We assume now that (5.33) holds for distance equal to [ — 1 and we
prove it for [. Let (4, s;-1, S1—2, ..., $1,%) be a joint path of length [ from
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7 totin Gk _mi1, Gk—ma2,---, 9k In particular we have that wi-“81 >0
and thus

i < wig, ek |+ wilel). (5.34)

SFS1

Using the fact that (j,s;-1,8;-2,...,51) is a joint path of length [ —
1 from 7 to s; in Gx_ma1, Sk—meo, .-, 9k—1, applying the inductive
hypothesis and proceeding as in the proof of the previous theorem, we
get
e < (1= wpin(1 = o)) [ | (5.35)

ij
with ¢’ given by (5.33) for distance [ — 1, and defining

o:=(1—wpn(l—0")) <1

we get (5.33) for distance equal to [.

Since the sequence {Gx} is fully connected for sequences of length m
we have that for every couple of nodes i, j the joint distance between
g and ¢ in Gk _ma1, Gk_ma2, .- -, 9k is smaller or equal than m and we
get the thesis.[]

Lemma 1 shows that if we consider the time-independent case as
the particular instance of the time-varying case where each of the
graphs G, is equal to § with diameter 9§, then Assumption C3 holds
with m = ¢ and the two theorems give the same inequality for the
error vectors.

5.3 Numerical results

We now present the results of several numerical tests on DFIX method
and on the comparison with the state-of-the-art distributed optimiza-
tion algorithms from [35, 47, 57, 59] referred to here as DIGing, EX-
TRA and SVL respectively, and the method for solving systems of lin-
ear equations presented in [36], abbreviated here as Projection. The
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test set consists of two types of problems: Simple Kriging problems and
linear systems with strictly diagonally dominant coefficient matrix. In
Section 5.3.1 we consider Simple Kriging problems. We study the
influence of the connectivity of the underlying network on the compu-
tational cost and the communication traffic of DFIX, and we compare
DFIX with the mentioned methods. In Section 5.3.2 we repeat the
comparison considering a randomly generated linear system. More-
over, we tests the multi-row method DFIXM method is considered
and we analyze how the number of nodes influence the performance
of the method. In Sections 5.3.3 and 5.3.4 we consider the cases of
directed and time-varying networks, respectively.

The results demonstrate that DFIX, analogously to the classical
results, outperforms the optimization method for solving the uncon-
strained quadratic problem both in terms of computation and com-
munication. With respect to the method from[36] the comparison is
again favorable for DFIX. Clearly, the method from [36] is designed
for a wider class of problems, but in the case of unique solution and a
suitable iterative matrix its efficiency is significantly lower than DFIX.

In the following, the DFIX method we consider is defined using
Jacobi Overrelaxation as the underlying fixed point method. That is,
iteration k of the distributed method at each node is given by

a

AR k k

Ty = (1 —w)ag; — . ( E QijTij — bi) )
(23

iz (5.36)

fcfj“ =af, for j#1,

and .
D L A (5.37)

j=1

In the rest of the section we refer to the method defined by equations
(5.36), (5.37) as DFIX-JOR, and we choose the relaxation parameter w
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in (5.36) as 2/|| D7 Al where D = diag(ayi,. .., ann). The methods
for distributed optimization DIGing, EXTRA and SVL are applied
to solve the unconstrained problem with quadratic objective function
given by %XTAX — b'x, which is equivalent to finding a solution of
(5.1). The step-size parameter for DIGing and EXTRA is chosen as
n = 1/(3L) where L = max;_1., 2||4;||3, while the parameters for SVL
method are computed through the procedure described in [59]. We
remark that the relaxation parameter for DFIX and the step-size 1
for DIGing and EXTRA can be easily computed in the distributed
framework, the computation of the optimal parameters for SVL re-
quires knowledge of the extremal eigenvalues of the matrix A and the
spectral gap of the consensus matrix W. Finally, Projection method
deals with the linear system (5.1) directly and it does not require the
computation of any additional parameter, but it requires a local initial
vector x{ for each node i.

5.3.1 Simple Kriging problem

The first kind of problems that we consider is Simple Kriging [7, 34,
42]: an optimal linear prediction technique of the expected value of
a spatial random field Z(s), s € R™. Let us consider a physical pro-
cess modeled as a spatial random field and assume that a network
of sensors is given in the region of interest, taking measurements of
the field. The goal is to estimate the field in any given point of the
region. Assuming that the field is Gaussian and stationary, and that
the expected value and covariance function are known at any point,
this kind of problem can be solved by Simple Kriging method.

Denote with Z(s) the value of the random field at the point s, and
with p(s) its expected value, which is assumed to be known. Moreover,
by the stationarity assumption, the covariance between the value of Z
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at two points is given by
Cov(Z(s1), Z(s2)) = K([[s1 — s2[2)

for some nonnegative function K. Given the positions in space {s1,...,s,} C
R? of the n sensors of the network, let {Z(s1), ..., Z(s,)} be the sam-

pled values at those points and define the covariance matrix A = [a;;] €

R™™ as a;; = K(||s; — sj||2). Now, given a point § where we want to
estimate the field, the vector b € R” is defined as b; = K(||s; — §|2).

The predicted value of Z(s) is then given by

=1
where (z1,...,z,) is the approximate solution of the linear system
Ax = b. (5.38)

First of all, we study the influence of connectivity within the network in
terms of communication traffic and computational cost for the kriging
problem, with covariance function given by

K(t) := exp(—5t?). (5.39)

We assume that a set {s1,...,sj00} C [—30,30]* of agents is given
and for any m € {2,4,...,48,50} we take the m-regular graph with
vertices {si,...,S100}. The matrix W is defined using the Metropolis
weights [65], defined in (2.2). For each value of the degree m the system
Ax = b is solved with DFIX-JOR. For every considered value of the
degree m, in Figure 5.1a and 5.1b we plot the number of iterations and
the total communication cost, respectively, until the stopping criterion

max [|Ax} —bl| <107* (5.40)

=1,...
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is satisfied, for graphs of increasing degree. The communication cost
is computed as follows. At each iteration, line 1 of DFIX does not
require any communication, while in line 2 node 4 shares x¥ with all
the agents in its neighborhood. The per-iteration traffic is thus given
by n?*m = 2|&|n, where & is the set of edges of the underlying network
and m is the degree. Note that here we implicitly assume that we
consider the case of peer-to-peer communication. That is, there is a
dedicated communication link between any pair of agents. In the other
tests that we present the broadcasting scenario will also be considered:
in that case, the per-iteration communication cost is independent to
the number of edges in the network and it is given by the number of
nodes times the size of the shared vectors, thus it is proportional to
the number of performed iterations.

From Figure 5.1 one can see that, as the degree of the network in-
creases, the number of iterations required to satisfy (5.40) decreases,
while the total communication traffic first decreases then increases
again. As the connectivity of the graph improves, the local informa-
tion is distributed through the network more efficiently, and a smaller
number of iterations is necessary. On the other hand, if the degree is
larger, the consensus step (5.5) of the algorithm requires each node to
share its local vector with a larger number of neighbours, yielding a
higher communication traffic at each iteration. The fact that the over-
all communication traffic (Figure 5.1b) is nonmonotone suggests that
for large values of the degree, the decrease in the number of iterations
in not enough to balance the higher per-iteration traffic.

Let us now compare the DFIX-JOR with DIGing [35, 47|, EXTRA
[57], SVL [59] and Projection method [36]. We consider a 10 x 10 grid
of nodes located at {s1,...,s100} C [-3,3]* and, given a communica-
tion radius R > 0, we define the network so that nodes ¢ and j are
neighbours if and only if their distance is smaller than R. The linear
system that we consider is derived by the kriging problem described
at the beginning of this section. That is, we consider again Ax = b
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Figure 5.1: Dependence of number of iterations and communication
traffic on the degree of the network

with
aij = K(|[si — s5ll2),  bi = K(||si — 5]|2) (5.41)

where X is given by (5.39) and 5 is a fixed random point in [—3, 3]2.
Proceeding as in the previous test, we compute the communication
traffic and computational cost required by the three methods to achieve
the tolerance specified at (5.40), for different values of the communi-
cation radius R. For each method, the overall computational cost is
given by the number of iterations performed times the per-iteration
cost, calculated as the number of scalar operations in one iteration.
Similarly, the communication traffic is given by the number of itera-
tions times the total number of vectors shared by the nodes during one
iteration, times the length n of the vector. The matrix W is defined
as in [65], with off-diagonal elements w;; = m if j € Oy,
and w;; = 0 otherwise, where m; denotes the degree of node 7. The
diagonal elements are w; = 1 — > i Wij- The resulting matrix W
is stochastic. The stopping criterion is the same as in the previous
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test. The initial point at each node is the same for all the methods,
x = bi/a; and z; = 0 for every j # i. In Figure 5.2 we plot the
obtained results. As we can see, in this framework, DFIX method is
more efficient than the methods we compare with, both in terms of

computational and communication costs.
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Figure 5.2: Simple kriging problem (5.41)

5.3.2 Strictly diagonally dominant systems

Let us now consider a linear system Ax = b of order n = 100, where
A and b are generated as follows. For every index i we take b; ran-
domly generated with uniform distribution in (0,1) and A is a sym-
metric diagonally dominant random matrix obtained as follows: take
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a;; € (0,1) with uniform distribution and then set A = %(121 + AT)
and finally A = A + (n — 1)1, where I is the identity matrix of order
n. The underlying network is an m-regular graph with n nodes. For
every fixed value of the degree m, 10 random linear systems are gen-
erated, solved with all methods and the average number of iterations
needed to fulfill (5.40) is computed. The total amount of computation
and communication for each method are then obtained multiplying
the average number of iterations and the per-iteration computational
cost and communication traffic, respectively. The matrix W is defined
as in (2.2), the parameter of the methods are computed as described
at the beginning of the section, while the initial guess at each node
and the termination condition are as in the previous test. In Figures
5.3 we plot the results for m € {2,4,...,48,50}. DFIX outperforms
DIGing, EXTRA and Projection method in terms of computation and
communication both in the peer-to-peer and in the broadcasting sce-
nario, while SVL method performs better than DFIX for values of the
degree larger than 15. We remark again that SVL method is run with
the optimal choice of the parameters, exploiting information on the
eigenvalues of A and W.

The same tests were performed on random Erdos-Renyi [17] graphs
with given expected average degree for a sequence of increasing de-
grees. In these tests all methods are more expensive in term of both
communication and computational effort but the the mutual compar-
ison is the same as in the case of m-regular graphs.

To confirm the effectiveness of DFIXM, we repeat the previous test
with a linear system of size n = 500 and N = 100 nodes, where each
node is assigned 5 equations. As we can see in Figure 5.4 the results
for all the methods are completely analogous to the case where each
node holds one equation.

Let us now show the influence of the number of nodes in the
network on performance of the five methods. We consider a lin-
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Figure 5.3: m-regular graph

ear system of size n = 100 generated as described above, and for
N = 10,20,...,100 consider a regular network of size N. For each
value of N the degree of the network is chosen so that the ratio between
N and the degree is constant. The results are plotted in figures 5.5.
The amount of both computation and communication of all the meth-
ods increases together with the number of nodes. Moreover, DFIX
seems to outperform all the methods that we compare to in terms of
computational costs, while in terms of communication it seems to be
comparable with Projection and both methods seems to be cheaper
than the optimization methods.
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Figure 5.4: DFIXM

5.3.3 Directed Networks

We now consider underlying directed networks. Let n = 100 be the
size of linear system generated as in the previous tests. We consider a
randomly generated directed network of size n such that the average
out-degree of the nodes is equal to a fixed m. The consensus matrix
W is defined with off-diagonal elements w;; = 1/(1 + m;) if j € O,
and w;; = 0 otherwise, where m; denotes the out-degree of node ¢, and
the diagonal elements are w; = 1— 41 Wij- The resulting matrix W
is row-stochastic. In Figures 5.6 we plot the results for m =8, ...,50
for DFIX, DIGing, EXTRA and Projection. The SVL method fails
to converge in this framework. The resulting comparison among the
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Figure 5.5: Varying number of nodes

four methods is analogous to the case of undirected networks: DFIX
seems to require the smallest computational effort among all methods
and a similar communication traffic as Projection.

5.3.4 Time-varying Network

We now compare the performance of the five methods in the time-
varying case described in Section 5.2. The sequence {Gy} is generated
as follows. For a fixed strongly connected graph § = (V,€) and a
scalar v € (0,1], at every iteration k we randomly generate &; by
uniformly sampling v|E| edges from € and we set G = (V, Ex). This
construction can be interpreted as having a fixed underlying graph G
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that represents the available communication links among the nodes,
and employing at each iteration only a fraction v of the links. In
particular, v = 1 corresponds to the case G, = G for every k. As we
already remarked, this is equivalent to the time-independent case. The
tests we present here compare the communication and computational
costs required by the five methods to solve a given linear system using
the same sequence of networks {G,}. We generated the linear system
as in Section 5.3.2 and chose G as the undirected m-regular graph
with n = 100 vertices and degree m = 8. The same test is repeated
for v in {0.1,0.2,...,1}. For every k the consensus matrix W* asso-
ciated with Gy is defined as in (2.2), the termination condition and all
the parameters of the methods are chosen as in the previous sections.
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In Figure 5.7 we plot the results (note that Figure 5.7b repeats the
results of Figure 5.7a, excluding Projection method). The computa-
tional cost and the communication traffic are calculated as described
in Section 5.3.1. DFIX outperforms the three methods for distributed
optimization both in terms of computation and communication in this
framework. Comparing with Projection, for every value of the param-
eter 7, the computational cost of DFIX is significantly lower, but it
requires a smaller amount of communication only for large values of
(that is, when each graph G is equal or close to §). Moreover, we can
see that for all the methods except for SVL there is an optimal value
of v < 1, that minimizes the communication traffic, suggesting that
using the whole graph G at every iteration (that is, setting v = 1) is
inefficient. A similar phenomena happens for DIGing, EXTRA and
DFIX also for the computational cost (Figure 5.7b), while we can see
in Figures 5.7a and 5.7b that Projection and SVL methods are most
efficient when all the available communication links are used at each
iterations. For v < 1 the networks G, are in general not connected,
but the joint connectivity of the overall sequence is enough to ensure
the convergence of the methods.
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Chapter 6

Parallel Inexact
Levenberg-Marquardt

Method for Network
Adjustment Problems

In this chapter we consider a nonlinear least squares problem

YorP = JIR&IE  (6)

J=1

1
in F(x), F(x)==
min F(x), F(x) =g

where forevery j = 1,...,m, r; : R* = R, R(x) = (r1(x),...,7m(x))" €
R™ is the vector of residuals, and F' is the aggregated residual func-
tion. We assume that the problem is large scale, in the sense that
both the dimension n and the number of functions m are large, and
nearly separable.

In particular here we are interested in localization problems such as
Least Squares Network Adjustment [60], Bundle Adjustment [33] and
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Wireless Sensor Network Localization [41], where the variables corre-
spond to the coordinates of physical points in the 2 or 3 dimensional
space, residuals correspond to observations of geometrical quantities
involving these points and the goal is to find the set of coordinates
that minimizes the residuals in the least squares sense. Typical obser-
vations are the distance between two points and the angle formed by a
set of three points. In problems of these kinds each of the observations
usually involves a small number of points. Moreover, when the prob-
lem is large and the points are deployed in a large region, each point is
typically involved in a small number of observations, compared with
the total amount of observations m. That is, for the problems we
consider, we have that each residual function r; only involves a small
number of variables, and each variable is involved in a relatively small
number of residual functions. A direct consequence of this kind of
sparsity, is that these problems are, usually, nearly-separable, meaning
that it is possible to partition the set of variables in such a way that
the number of residual functions involving variables in different sub-
sets is small compared to the number of residuals involving variables
in the same subset.

The particular application we focus on is the refinement of cadas-
tral maps and in this case n is prohibitively large for direct applica-
tion of the LM method. For example, the Dutch Kadaster is pursuing
making the cadastral map more accurate by making it consistent with
accurate field surveyor measurements [21, 62]. This application yields
a nonlinear least squares problem which is known as least squares ad-
justment in the field of geography. If the entire Netherlands were to
be considered as one big adjustment problem, the number of variables
would be twice the number of feature points in the Netherlands, which
is on the order of 1 billion variables and even considering separate parts
of the Netherlands still yields a very large-scale problem.
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The Levenberg-Marquardt (LM) method is a classical method for
the solution of nonlinear least squares problems. As noticed in Section
1.2.3, at each iteration of the LM method, the search direction is
computed by solving a linear system of equations of size n equal to
the number of variables in the problem. In its original version, LM
methods achieves local quadratic convergence, assuming, in particular,
that the residual at solution is zero and that the Jacobian matrix is
nonsingular in a neighborhood of the solution. Moreover, solving a
linear system at each iteration may be impractical for problems of
large dimension.

Many modification of the classical Levenberg-Marquardt scheme
have been proposed in literature to retain convergence while relaxing
the assumptions on the objective function and to improve the perfor-
mance of the method. In [18, 19, 71] the damping parameter is defined
as a multiple of the objective function. With this choice of the pa-
rameter local superlinear or quadratic convergence is proved under a
local error bound assumption for zero residual problems, while global
convergence is achieved by employing a line search strategy. In [31]
the authors propose an updating strategy for the parameter that, in
combination with Armijo line search, ensures global convergence and
g-quadratic local convergence under the same assumption of the pre-
vious papers. In [3] the non-zero residual case is considered and a
Levenberg-Marquardt scheme is proposed that achieves local conver-
gence with order depending on the rank of the Jacobian matrix and of
a combined measure of nonlinearity and residual size around station-
ary points. In [10] an Inexact Levenberg-Marquardt is considered and
local convergence is proved under a local error bound condition. In [4]
the authors propose an approximated Levenberg-Marquardt method,
suitable for large-scale problems, that relies on inaccurate function
values and derivatives.

Given that we are interested in least squares problems of very large
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dimension, we propose an Inexact Levenberg-Marquardt method suit-
able for the solution of these problems in the master/worker frame-
work, which allows us to distribute the data and the computational
effort among different nodes, [20]. At each iteration of the proposed
method, a search direction is computed by approximately solving the
linear system that arises at each iteration of Levenberg-Marquardt
method, using a fixed point strategy that relies on the partition of
the variables induced by the near-separability property and is suitable
for parallel implementation. We prove that the proposed method,
combined with a nonmonotone line search strategy, achieves global
convergence to a stationary point of the considered problem, while
for full step size we prove local convergence with order depending on
the choice of the parameters of the method. We see that, aside from
near-separability, the required assumptions are the same as for the
convergence analysis of classical Levenberg-Marquardt method. A se-
quential method for the solution of the same kind of problems was
proposed in [40].

This chapter is organized as follows. In Section 6.1 we formalize the
near-separability assumption, describe the consequent block-partition
of the Levenberg-Marquardt equation and present the Parallel Inexact
Levenberg-Marquardt Method. In Section 6.2 we carry out the con-
vergence analysis, while in Section 6.3 we present a set of numerical
results to investigate the performance of the method.

6.1 Parallel Inexact LM method

The problem we consider is stated in (6.1). Let us defineJ = {1,...,n}
and J = {1,...,m}. Given a partition I,...,Ix of J we define the
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corresponding partition of J into Fi, ..., Fx as follows:

Es; = {j € J|rj only depends on variables in I}, s=1,..., K

K
~ 2
E=3\|JE. (6.2)
That is, given a partition of the set of variables, each of the subsets
E contains the indices corresponding to residual functions that only
involve variables in Iy, while E contains the indices of residuals that
involve variables belonging to different subsets I,. We say that prob-
lem (6.1) is separable if there exist K > 2 and a partition {Is}s—1. . x
of J such that E = (), while we say that it is nearly-separable if there
exist K > 2 and a partition {/;}s—1_x of J such that the cardinality
of E is small with respect to the cardinality of Ule E

Given the partition {I,}%, of the variables and the corresponding
partition {Fs}s1.. k, E of the residuals, for s = 1,..., K we define
X, € R™ as the vector of the variables in I, where n, denotes the
cardinality of I, and we introduce the following functions

R (x;) == (rj(x))jee. p(x) == (r;(%)) ;e
Fy(xs) = ||RS(XS>||§ d(x) = HP(X)Hg

so that, denoting with | - | the cardinality, for every s = 1,..., K,
R, : R™ — RI®l is the vector of residuals involving only Varlables in
I, while p : R* — RIE| is the vector of residuals in E and F,, ¢ are
the corresponding local aggregated residual functions. Since {I,}X
is a partition of J, we have 25:1 ns = n. With this notation problem
(6.1) can be equivalently written as

min <¢<X>+2Fs<xs>> = min (Hp H2+ZHR x, nz)

(6.3)

(6.4)
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In particular, if the problem is separable (and therefore E is empty)
d(x) = 0 for every x € R” and solving problem (6.4) is equivalent to
solving K independent least squares problems given by

Jnin Fy(x,) = min IRs(x)[l3 fors=1,....K. (6.5)
If the problem is not separable then in general ® is not equal to zero
and that is the case we are interested in.

Let {Is}s—1. x be a partition of J and {Es}s—1, . x be the corre-
sponding partition of g as defined in (6.2). To ease the notation we
assume that the vectors x and R are reordered according to the given
partition. That is, for x € R"

,,,,,

X1 R1 (Xl)
x=1| 1], R = RK(:XK)
e p(x)

With this reordering, denoting with J,r; the Jacobian of the partial
residual vector R; defined in (6.3) with respect to the variables in I,
and with J,, the Jacobian of the partial residual p with respect to x,
we have

Jir, (x1) 0
Jor, (X2)
J(x) =
0 JKRK (XK)
J1p(x) Jop(x) ... T p(X)

Notice that for every i =1,..., K the block Jir,(x;) only involves
variables in I; and residual functions in F;. Therefore, assuming that
K nodes are given such that node i holds the portion of the dataset
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relative to the functions in F;, we have that each of the nodes can
compute one of the diagonal blocks of the Jacobian. Communication
is only needed for the last row of blocks. From this structure of R and
J we get the corresponding block structure of the gradient g(x) =
J(x)"R(x) and the matrix J(x)"J(x):

g(x)" = (g1 (x). 82 (%), 8x(x)), (6.6)
Pi(x) Bia(x) o Bk (x)

J(x) " J(x) = BQl:(X) P?.(?c) . iK(X> ., (6.7)
Bri(x) ...  Bgro(x)  Px(x)

where, for s,7,7=1,..., K

8:(%) = Jir. (%s) "R(Xs) + Jop, (%) T p(x) € R™
PS(X) SRs (Xs) SRS (Xs) + Jsp( ) JSP<X> € RMs*Ms (68)
Bij(x) = Jip(x) " Jj,(x) € R"*™.

The algorithm we introduce here is motivated by the near-separability
property. Regarding this, we state the following formal assumption,

Assumption E1. There exists a constant Cg > 0 such that for all
x € R"

1B < Cpll7(x)" T (). (6.9)

We notice that B(x) is a submatrix of J(x)'J(x) and there is no
upper bound over the magnitude of Cg, so the assumption above is
not restrictive.

Consider a standard iteration of LM method for a given iteration

Xk

xF+L = xk 4 gk
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where d* € R” is the solution of
((JYTTE + D) dF = —(JF) TR, (6.10)

where J*¥ = J(x*) € R™ " denotes the Jacobian matrix of R* =
R(x*) and j;, > 0 is a scalar. When n is very large solving (6.10) at
each iteration of the method may be prohibitively expensive. In the
following we propose an Inexact Levenberg-Marquardt method that
relies on the near-separability of the problem to define a fixed-point
iteration for the solution of the linear system (6.10). Such a method
is suitable for the server/worker framework: if each worker holds the
data relative to one of the subsets F,, the fixed point iterations can
be efficiently carried out in parallel, with moderate communication
traffic.
The linear system (6.10) at iteration k can be rewritten as

(P* + I + BF)d*F = —g* (6.11)

where gF = (J*)TR¥ is the vector with s-th block component equal to
gs(x*), Pk = P(x*) is the block diagonal matrix with diagonal blocks
given by Py(x¥) for s =1,..., K, B¥ = B(x") is the block partitioned
matrix with diagonal blocks equal to zero and off-diagonal blocks equal
to B;;(x"), namely

Py (xF)
Pk — o) :
P (xF)
0 Bu(xh) B (xh) (6.12)
Bk — Boy (x) 0 :
: BK—lK(Xk)
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Consider the sequence {y'} generated as follows

{yl = —(P"+ 1) gk

6.13

The equations above define a fixed-point method for the solution of
(6.11). From the theory of fixed point methods (Theorem 1.1), we
know that if

I(P* + D) 7' B < 1

then the sequence {y'} converges to the solution d* of (6.11).
Moreover, denoting with r! the residual in the linear system at the
[-th inner iteration, namely

v, = (ST + w )y’ + g,
for every [ € N we have the following

e = 1T T T+ Dy + 8|

= || = (P* + B* + ) (P* + 1)~ (g + B*y') + &l
= | B*y' + B*(P* + 1)~ (g" + B"Y') ||

= || B*(P* + D)™ (P* + D)y’ + g + B*y') ||

= [|B*(P* + D)~ ((J) ' T* 4+ D)y’ + g°) ||

< ||1B(P* + )" ekl = prlir

(6.14)

where we defined p, = || B¥(P* + 1)~

In the following, we use the fixed point iteration in (6.13) to define
an inexact LM method. More details regarding the implementation
of the algorithm in the server/worker framework will be discussed in
Section 6.3, together with the numerical results.
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Algorithm 6.1 (PILM).
Parameters: ¢ > 0,{l:}2, €N, {er}2, € Roo
Iteration k:

1: compute R*, J*, P* B*

2: choose fu

3: fori=1,...,K do

4: compute y} such that (PF + p.l,,) y} = —gf

5: end for

6: forl=1,....0,—1 do

7. fori=1,...,K do

8: compute yi™ such that (PF + pL,,) yit' = — <gf + Z]K:l Bi]-y§>
9:  end for

10: end for

11: set dF = (y', ... y')T

12: use backtracking to find the largest positive oy, < 1 such that

F(x" 4 opd®) < F(xX*) — cal||g®||? + e (6.15)
13: set x* = xF 4+ . d”

Remark 6.1. Let us consider the line search condition (6.15). For
ay that tends to zero, the term on the left-hand side tends to F(Xk),
while the negative term in the right-hand side tends to zero. Since
we assume that €, > 0, one can always find ar > 0 such that the
line search condition (6.15) is satisfied. Note that this argument holds
even in case the direction d¥ is not a descent direction for F at x*. In
particular, Algorithm PILM is well defined.

Remark 6.2. The K linear systems in line 4 are independent. In
particular the rounds of the for loop in lines 3-5 can be executed in a
parallel fashion. The same holds also for the for loop at lines 7-9.
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6.2 Convergence Analysis

The following assumptions are regularity assumptions commonly used
in LM methods

Assumption E2. The vector of residuals R : R" — R™ s continu-
ously differentiable.

Assumption E3. The Jacobian matriz J € R™*™ of R is L-Lipschitz
continuous. That is, for every x,y € R"

17(x) = J(y)Il < Lix =yl

6.2.1 Global Convergence

Lemma 6.1. Assume that d¥ is computed as in algorithm PILM for
a gwen {, € N. The following inequalities hold

i) for every k € Ny
|B]
M

Pr <
ii) for every k € Ny
¢ ¢
il < i lg”
iii) for every k € Ny

1+ pk
|d*| < A +n)
M

lg" |

iv) for every k € Ny

@< (- L) e
“\we o WEIIP o
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v) if e in line 2 is chosen as px = max{pmm, C,||B*||} for some
Lmin > 0 and C,, > 1, then

l
1 k
1
< () et
I

Proof. By sub-multiplicativity of the norm, we have

13|

pe = B*(P* + )M < 1B (P + ) 7| < (6.16)

which is 7). Using the definition of y! in line 3 of Algorithm ILM we
have

leill = I = (P* + B + puI)(P* + D) ~'g" + g =

. (6.17)
= | B*(P" + )" [lllg" ]| = pellg"]

This proves part ii) of the thesis in case ¢, = 1. If ¢, > 1, recursively
applying (6.14), and using the equality above, we get

e 1< el ~HE < Il = o g,
and ii) is proved. By definition of d* and r* we have
d* = ((J5) " + D) (—g" + 1)) (6.18)
Taking the norm, we have
a4 = | ()T + D) (g5 42|
< TT D)) (N + )

4
<(1+Pkk) k
< S,
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that is 47).
By (6.18), Cauchy-Schwartz inequality and ), we have
(dk)Tgk _ (gk>T((Jk)TJk +Nk)_1 <_gk +r£k>
< Amax (7T + ) ™) el 1g"
= Xain ((J5)TT* 4 )7 1"

1 4 k2 1 k|2
< —plk -

(4
p 1

< | == | lIg"IP,
JUS (VA | B

and we have part 7i7) of the statement.
To prove iv) it is enough to notice that if uy > C,||B*| we have
1B _ 1
uy — C

n
and thus 7v) follows directly from ). O

Theorem 6.1. Assume that Assumptions E2 and E3 hold, ¢, >
for every k, {ex} is such that Y . e, < +oo, and that in line 2 ju
is chosen as pip = max{fmin, C,.||B*||}. Then for ¢ large enough we
have that for every xo € R", each accumulation point of the sequence
{x}}0 | is a stationary point of F(x)

Proof. Applying recursively the line search condition (6.15) we have
that for every k € Ny

F(x*) < F(x") — cai||g®||* + e

. . (6.19)
SFE) —e) alllglll+ ) e
j=0 j=0
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Reordering inequality (6.19) and taking the limit for k& — +oo we get

Zakng I” < F(x +Zek < 400

k=0
which implies that
lim a/|g®|| = 0.
k—+o00

Let us consider x* € R™ any accumulation point of the sequence {x*}.
By definition of accumulation point, there exists an infinite subset of
indices Ky C Ny such that the subsequence {Xk}kexo converges to x*.
The limit above implies

li | =o0.
i ol
If there exists a > 0 such that a; > « for every index k € Ky, then,
by continuity of the gradient g,

0=li Ml > ali Ml = *

Jim o™ = o lim lg¥]| = oflg(x7)|

and therefore x* is a stationary point of F. If such a > 0 does not
exist, then one can find X; C X, infinite set of indices such that
limgeg, o = 0 and oy, < 1 for every k € K;. In particular this implies

that for every k € X there exists 1 > & > a4 such that condition
(6.15) does not hold. That is, for every k € K;

F(x' +apd®) > —caq|lgh|]* + ex + F(x*) > —cai|lg"|)” + e

Since e > 0, reordering the inequality above and applying the mean
value theorem we have, for some s € [0, 1]

1
—cdy|lgt|? < an (F(x" + axd*) — F(xF)) = g(x* + s,a*d*) " d".
(6.20)
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Let us now consider d*. By part 4i) of Lemma 6.1, the definition of
i, and the fact that C), > 1, we have

L+ p 2 k
[d*] < —lg"|| < — max||g"|
Hoke Mg kEXs
where the maximum in the last term of the inequality exists because
{x*}1ex,is a compact subset of R™ and the gradient is continuous.
Since the maximum is finite and p1p > fimin > 0 we have that {d*}ex,
is a bounded subsequence of R™ and therefore it has an accumulation
point d*. That is
lim d* = d*
keXso
for some Ky C K; infinite subset.
Since limgex, o, = 0, by definition of &; we have limgex, & = 0 and
thus limgeg, x* + sy, d® = x*, which in turn implies
lim g(x* + spa,d®)TdF = (g*)"d*.
keXs
Adding and subtracting (d*)Tg* in the right-hand side of (6.20) and
taking the limit for £ € K5, we then get

0 < lim (d*)Tg" = (d*)"g". (6.21)

keXo

On the other hand, by Lemma 6.1 i7) and the definition of y; we have
that

d*T*:l- dka<l p_k:_— k2
(d)'g" = lim (d") 'g" < lim e T T g
(6.22)
. Pik 1 k|2
< lim — "I

keXo Mmin max || Jk ”2 + Mmax
keXo
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where fima = C), maxyeq, || B¥|| and the maxima exist by compactness
of {x¥}rex, and continuity of J(x) and B(x).

If limgeq, ||g¥]| = O then, by uniqueness of the limit, we have that
| = i Bl = 1 k=
lg”ll = Jim [lg™[} = lim [lg"] =0

and therefore x* is a stationary point of F. Otherwise, we proceed by
contradiction. If ||g¥|| does not vanish for k € K, there exist v > 0
and K3 C K, infinite sequence such that ||g¥| > v for every k € K.
Fix v > 0. From Lemma 6.1 and we have that pi’“ < CM_Z’“. Since
Cy, > 1 and ¢, > ¢ for every k, one can find ¢ large enough such that

Ly
Pr_ _ 1k < —v.
Hmin maXxgex, HJ H2 + Hmax

For this choice of ¢, from (6.22) we have, for every k € K
(d)'g" < —v7”.

This contradicts (6.21) and therefore concludes the proof. [J

6.2.2 Local Convergence

Let S denote the set of all stationary points of ||R(x)[|?, namely S =
{x € RN|J(x)"R(x) = 0}. Consider a stationary point x* € S and
a ball B, := B(x*,r) with radius r € (0,1) around it. From now on,
given a point x € R" we denote with X a point in S that minimizes
the distance from x. That is,

e — x| = min [x — 2] = dist(x, 5).

Since B, is a bounded subset of R", and R and J are continuous
functions on R", we have that there exist Ry.., Lo > 0 such that
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for every x € B, |R(X)| € Rmax and ||J(x)|| < Ly. The following
Lemma includes a set of inequalities, proved in [3] that are a direct
consequence of assumptions E2, E3 on the bounded subset B,.

Lemma 6.2. [3/If Assumptions E2-E3 hold, then for every X,y € B,
i) |R(z) —R(y) — J(y)(x = y)|| < 3Llx - y|
i) [|R(x) = R(y)|| < L2flx =y
iii) ||g(x) — g(¥)ll < Lslx — y|| with Ly = L3 + L1 Rinax
iv) denoting with Ly = %LlLQ
g (y)—g(x)—J(x) " J(x)(y—x)|| < Lallx=y[*+[(J(x)~J(y)) "Ryl
v) for everyz € B, NS
1(76x) = J&) RO < LaLallx = 2llly — 2l + L Lally — 212
+[1J(x) "R@)| + [ /(y) R(2)]

In the rest of the section we make the following additional as-
sumptions, which are standard for the local convergence analysis of
Levenberg-Marquardt method. In particular, Assumption E4, referred
to in the literature as local error bound condition, is typically used in

place of the nonsingularity of the Jacobian matrix, while Assumption
E5 is common for non-zero residual problems.

Assumption E4. There exists w > 0 such that for every x € B(x*,r)
wdist(x, 8) < [lJ(x)T R()|

Assumption E5. There ezist 0,0 > 0 such that for everyx € B(x*,r)
and every z € B(x*,r)N S

I(7(x) = J(2)) R@)] < ollx — 2]
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Notice that since 7 is a stationary point of || R(x)||*

above is equivalent to

, the inequality

17(x)"R(@)|| < ollx — 2|

Lemma 6.3. Let us assume that E2-E5 hold and that {x*} is the
sequence generated by Algorithm PILM with o = 1 for every k.
Moreover, let us assume that x* x**1 € B, and ||d*|| < cidist(x*, S)
for some constant ¢y > 0. Then the following inequality holds with
Cy = L4C% + L1L2(1 + Cl) + L1L2(1 + 01)2

wak—H o Xk—l—lH S CQHXk . )—(k”Q + (g + 0_(1 + 01)1—1—6) ka . ikHH—&

+ (Lapy + co) [ x* = x|

Proof. By the triangular inequality, the assumptions of the Lemma,
and the definition of X*, we have the following inequalities

" — =P < [l + (1" = =F]| < (1 en)Ix* - %

I(T*) " RE")| < oflx* —=*|'*°

||(Jk+1)TR(ik)|| < O_ka—l-l o kaH—é < 0(1 +Cl)1+§|‘xk _ ik||1+§.

From part iv) and v) of Lemma 6.2, using the inequalities above, we
have

g+t — gF — (JF)T TR (T — xb)||

< Lol — xF|2 4 [|(JF = JEY TR

< Lalld®|]* + Ly Loflx" = M| = ¥ + Ly Lo[|x™* — x¥)?
I TREN A+ [[(J) TRE|

< CQHXk _ }—(k”Z + (U —G—U(l _'_Cl)l+§) ka _ )‘(kHH‘S.
(6.23)
From part #ii) in Lemma 6.2, using the fact that
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that X" is a stationary point of F', and the assumption over d*, we get

" + (%) T A M < llg" + ((J5) " + ) d¥ + | ]
< e+ palldb] < o gt ]+ pmen X — |

< il — g+ er 5 — %) < (Lape + cae) I — =]
(6.24)
By Assumption E4, adding and subtracting g* + (J*)T J*d* we have

wdist(x4,8) < || < (g gt () T I |+ gt ()T IR

Replacing the two terms of the right-hand side with the bounds found
in (6.23) and (6.24), we get the thesis. [J

Lemma 6.4. If Assumptions E2-E5 hold and {x*} is the sequence
generated by Algorithm PILM with ay, = 1, py, = max{ fmin, C,.|| B*||}
and l, > { for a given { € N then, if {x*} C B,, there exists c; > 0
such that for every iteration index k

|d¥|| < c1dist(x", ).

Proof. Let us denote with p the rank of J(x*)" J(x*) and let {\!}1, =
eig(J(x*)" J(x*)), in nonincreasing order. For a given iteration index
k, let us consider the eigendecomposition of (J*)T J*
k\T 7k ook (A k kYT

(%) T = (QF, Q3) Ak (QF, Q3) (6.25)
with A} = diag(A},...AF) € RP*? and A§ = diag(\f ... \F) €
RM=P)X(=P) " where {A\F}7 | = eig(J(x*)TJ(x*)) again in nonincreas-
ing order, and Q¥ € R™P, Q& € R™*("P). By continuity of J(x) and
of the eigenvalues over the entries of the matrix, we have that for r

small enough min;—., \¥ > Ay /2.
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By (6.25) we have, for i = 1,2
(@) (" —g") = ()" ((J")"T* + ) d* = (A} + ) (QF) " d".
For ¢ = 1, by definition of pi’“ and the bound on A’; we have

QYT | < || (AF+ pd) (@) (—g* + )|

< —1 |- g+t
2 4L _
/\—( + pi )Hg | < X —|]x" — x"|.

For i = 2, by Lemma 6.1, Lemma 6.2, Assumption E5, and the fact
that || (A4 +ukI)_1A’§|| < 1, we have
-1

Q)T < || (A5 + ) (Q5)T(—g" +1¥)|

—1 _ _
< (A5 + ped) (Q5)T (8" — g(x") — (JF)TJF(xF — %)l

1 B 1
+ 1] (A5 + D) (Q5) T (T TR (X" — xM) || + EHF’“H

1 _ _
< —|lg* —g(x") — (J5) T (x" — =)
K
Ly
1 B p
(A + ) AS(Q5) T (x" — x|+ M—’;Hg’“ll

1 3 - pka )
< (Ll = Y TRE)) + (1 + Z—k?’> Ix* — =¥

Loy 1 k2 O ok k146 PE Ls E ok
< —xF =X+ X - X T ) X - X
j 273 22

(6.27)
By assumption we have gy > fimin and pik < ph < on ¢, Therefore,
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proceeding in the previous chain of inequalities

Li+ o+ C’;éLg,) .

min

1(@5)"d"|| < (1 - (6.28)

By the fact that (Q¥, Q) is an orthonormal matrix, putting together
(6.26) and (6.28) we get
1d*]1* < (@) a*[* + (Qz) "d"|?

2
2L5\ > Li+o+C°L
g(;’) HX’“—X’“HQ+<1+ : - ) o — =2
p

min

By definition of X*, this implies the thesis with
2
205\ > Li+o+C 'Ly
C1 = )\* -+ 1 -+
D Hmin

Before we state the following Lemma, we notice that by Assump-
tion E1 and the definition of Ly, we have that |B(x)|| < CpL3 for
every x € B,. In particular, if x* € B, and p, = max{imm, C,.|| B*||},
then

1/2

O

e < C,CpLs. (6.29)

Lemma 6.5. Let Assumptions E1-E5 hold and let us denote with
{x*} the sequence generated by Algorithm PILM with oy = 1, py =
max{ fimin, C.|| B*||} for C, > 1 and €y > { for a given ¢ € N. More-
over, let as assume that there exists v € (0,1) such that wv > ¢4 with
cs=0+0(1+c)+ LsC " + 1C,L3Cp. If x° € B(x*,¢) with

wv—cy (1 —v) }

€ < min ,
Co l+c¢ —v

then we have that for every k € Ny
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i) x*1 € B,
i) dist(x*t1)S) < vdist(x*,9)
i) dist(xFt19) <e.

Proof. We proceed by induction over k. By Lemma 6.4 and the bound
on ¢

! = x7) < [ld°] + [lx” — x7|

6.30
< (14 ce)dist(x,8) < (1+c¢1)e <, (6.30)

Which is i) for k = 0. Since x° € B, the bound (6.29) holds. By
Lemma 6.3, and the fact that x° € B, we then have

wdist(x', S) < oo||x° = X°|? + (0 + (L + )" *°) [|x° — x| '*°
+ (Lspg + cipo)[[x° — X°||
< (e +o+o(l+e)™ + Lypg’ + crpno) [x° = X°|
<(cet+o+o(l+a)+ L;;C';e + c1C,CpL3) dist(x°, S)
< wrdist(x°, S)
(6.31)

and therefore 4i) holds for £ = 0. To prove iii) is now enough to notice
that since v < 1 we have

dist(x',S) < vdist(x°,5) < ve <e.

Let us now assume that for every ¢ = 1,...,k we have x' € B,,
dist(x',S) < vdist(x*~!,S) and dist(x’,S) < e. We want to prove
that the same holds for i = k + 1. From the definition of x**!, the
triangular inequality, the inductive assumptions and Lemma 6.4 we
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have

k
I = < Y a7
=0

k
<oy dist(x',S) + [|x° — x7|

=0

- (6.32)
< Z Vidist(x°,9) + ||x° — x|

=0

k
< <1+c12yi)5§ (1+1(ily>g.
i=0

Since ¢ < % we have that the right-hand side is smaller than r

and therefore x**1 € B,.
Proceeding as in (6.31),

wdist(x"1,9) < eo||x* — X"+ (0 + o (14 1)) | xF — xF|| 10
+ (Lapy + cv) % = x|
<(wet+o+o(l+a)+ Lng + ¢C,CpL3) dist(x", S)
< wrdist(x*9)
(6.33)
which implies 7). Since v < 1, part 4ii) of the thesis follows directly

from i) and the fact that dist(x*, ) < e.
U

Theorem 6.2. If the same Assumptions of Lemma 6.5 hold, then
dist(x*,S) — 0 linearly and x* — x € SN B(x*, ).

Proof. By part i7) of Lemma 6.5 we have that for every iteration index
k

dist(x"1, 9) < vdist(x*, 9)
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since v < 1 this implies that the sequence dist(x*, S) converges linearly
to 0. To prove the second part of the thesis, let us consider [, s € Ny
with [ > s. From Lemma 6.5 we have

-1 -1 s
I =l < D | < e v = e
=8 =8 -V

which implies that {x"} is a Cauchy sequence and therefore is conver-
gent. By Lemma 6.5 i) and the fact that dist(x*,S) — 0, the limit
point of the sequence has to be in S N B(x*,r), which concludes the
proof. [

l

We saw so far that the near-separability property of the problem
influences the choice of the damping parameter p;. In order to ensure
convergence of the fixed-point method in lines 3-6 of Algorithm PILM,
one has to chose p;, large enough, depending on the norm of the matrix
B(x). However, for classical Levenberg-Marquardt method, in order
to achieve local superlinear convergence, the sequence of damping pa-
rameters typically has to vanish [3]. In the reminder of this section
we show that under a stronger version of the near separability con-
dition, the proposed method achieves superlinear and quadratic local
convergence with assumptions, other than the near separability one,
that are analogous to those of the classical LM.

Assumption E6. For every x € B, we have that || B(X)|| < Amin(P¥)

If this assumption holds, then p, = ||B*(P* + 1, I)7!| < 1 for
every choice of u;. The following Theorem shows that, whenever the
previous Assumption holds and 6 > 0 in Assumption E5, one can
find a suitable choice of the damping parameter p; that ensures local
superlinear convergence, provided that the number of inner iterations
) is large enough.
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Lemma 6.6. Let Assumptions E2-E6 hold with 6 > 0 is E5, and let
us denote with {x*} the sequence generated by Algorithm PILM with
ap =1, and py, such that

CuHXk . }—(kHé < m < C/Lka . }—ckué

for 0 < ¢, < C,. If for every k the number of inner iterations £, is
such that pir < C,||x* —%*||° for some C,, > 0, then there exists ¢; > 0
such that

|d¥|| < c1dist(x", S)

for every k € Ny.

Remark 6.3. From Assumption Ej and part iii) in Lemma 6.2, we
have that w||x* — x*|| < ||g"|| < Ls||x* — x*|| therefore, u, = pl|g*|)°
satisfies the assumption of the Lemma. Analogously, taking €) such
that it < Fl|gH|° yields pf < Cyllx* — x|,

Proof. The proof is analogous to that of Lemma 6.4. Inequalities
(6.26) and (6.27) still hold, as they are independent of the choice of
wr and £, With the assumptions of the current Lemma, from (6.27)
we get

||(Qk)Tdk|| < L4||Xk _ ikH2 O’HXk _ }—(k||1+§
2 - N —
cullF =T e %P
C, Ls|[x* — x*|| .
! (1 e ||>|<|k _XkHaH " —x*|| < (6.34)
m

< <1 N Ly+o0+ CnLg) ka B ikH-

m

Putting together (6.26), (6.34) and the fact that ||d*[|* = ||(Q%}) " d*||*+
¥)Td¥||2 we get the thesis with
2

2L5\° Lito+C L\

- 0’ -

q:<(5)+<u_4 nﬁ) |
A C
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O

Lemma 6.7. Let us assume that the same hypotheses of Lemma 6.6
hold, and let us define c3 = co + 0 + (1 + )" + L3C,, + ¢,C,, and

fixv e (0,1). If
) {(wl/)l/6 r(l—v) }
e<min{ [ — , ———
C3 1+c¢ —v

and x° € B(x*,¢) we have that for every k € Ny
i) x*1 e B,

i) dist(x**1S) < vdist(x*,9)

iii) dist(xFt19) <e.

Proof. The proof proceeds analogously to that of Lemma 6.5. Let
us first consider the case k = 0. Part i) of the thesis is proved as in
(6.30). By Lemma 6.3, the assumptions on py and pi’“ and the fact
that x € B, we then have

wdist(x',S) < eo||x° — xX°|12 + (0 + o (1 + 1)) |Ix° — x°||*+°
+ (Lapg’ + capo) [x” — x°|
<o|x" =x°P+ (0 +o(1+ ) LsCy + e Cy) |Ix° — X010

< )| X0 — XYM < e3e’dist (%0, 9),

(6.35)
and by the bound on € we have that ¢i) holds for £ = 0. Since v < 1,
ii1) follows immediately. Let us now assume that for everyi =1,... k

we have x' € B,, dist(x',S) < vdist(x"!,S) and dist(x’,S) < e. We
want to prove that the same holds for i = £+ 1. From the definition of
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x¥+1 the triangular inequality, the inductive assumptions and Lemma

6.6 we have

k
I = < Yl = x|
=0

k
<q Zdist(xi, S) 4 [|x° — x*||

=0

k
< Z Vidist(x°,9) + ||x° — x|
=0

k
< <1—|—clzyi)5§ (1+ 161 )6
—v
i=0
Since ¢ < ITC:)V we have that the right-hand side is smaller than r

and therefore x**! € B, .
Proceeding as in (6.35),

wdist(x*1,8) < collx* = E? 4+ (0 + o1+ 1)) [Ix? — [ 1+
+ (Lapyt + cv) % — %
< cg|xP — xF||M < e3eldist(xF, 9),
(6.36)

which implies 7). Since v < 1, part iii) of the thesis follows directly
from 4i) and the fact that dist(x*,S) <e. O

Theorem 6.3. If the same Assumptions of Lemma 6.7 hold, then
dist(x*,S) — 0 and x* — x € SN B(x*,r). The convergence of
dist(x*,S) is superlinear if § € (0,1) and quadratic if § = 1.

Proof. Convergence of dist(x*, S) to zero follows directly from part i)
of the previous Lemma. Moreover, proceeding as in (6.36), we get

dist(x1,8) < Z|xF — 2F|'+0 = Baist(x", §)1+0
W w
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which implies superlinear convergence for 6 € (0,1) and quadratic
convergence for § = 1. Convergence of the sequence {x*}° is proved
as in Theorem 6.2. UJ

6.3 Implementation and Numerical Re-
sults

In this section we discuss the parallel implementation of the proposed
method and we present the results of a set of numerical experiments
carried out to investigate the performance of method and the influence
of the parameter K.

We consider the least squares problems that arise from a Network
Adjustment problem [60]. Consider a set of points {F;,...,P,} in
R? with unknown coordinates, and assume that a set of observations
of geometrical quantities involving the points are available. Least
Squares adjustments consists into using the available measurements
to find accurate coordinates of the points, by minimizing the resid-
ual with respect to the given observations in the least squares sense.
We consider here network adjustment problems with three kinds of
observations: point-point distance, angle formed by three points and
point-line distance.

The problems is generated as follows, taking into account the in-
formation about average connectivity and structure of the network
obtained from the analysis of real cadastral networks. Given the num-
ber of points i we take { Py, ..., P;} by uniformly sampling 25% of the
points on a regular 2v/7 x 2v/7 grid and we generate observations of
the three kinds mentioned above until the average degree of the points
is equal to 6. Each observation is defined by randomly selecting the
points involved with probability depending on the distance between
the points, and generating a random number from the Gaussian distri-
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bution with mean equal to the true measurement and given standard
deviation. We use a standard deviation equal to 0.01 and 1 degree for
distance and angle observations respectively. For all points we also
add coordinates observations: for 1% of the points we use standard
deviation 0.01, while for the remaining 99% we use standard devia-
tion 1. The problem is stated as a least squares adjustment problem
[60]. That is, given the set of observations, the optimization problem
is defined as a weighted least squares problem

x€R™ 2 - x€R” 2

1 « 1
min =3 " r;(x)* = min =[|R(x)||3 (6.37)
7j=1

where n = 272, m is the number of observations, and r;(x) = w; '7;(x),

with 7 residual function of the j-th observation and w; corresponding
standard deviation.

In Figure 6.1 we present the spyplot of the matrix J'.J for a prob-
lem of size n = 35, 000.

[ 5000 10000 15000 20000 25000 30000

15000

20000

30000

Figure 6.1: Sparsity plot of the coefficient matrix for n= 35,000
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The proposed method is implemented in Python and all the tests
are performed on the AXIOM computing facility consisting of 16 nodes
(8 x Intel i7 5820k 3.3GHz and 8 x Intel i7 8700 3.2GHz CPU - 96
cores and 16GB DDR4 RAM /node) interconnected by a 10 Gbps net-
work.

Algorithm 6.1 assumes that the number K and the subsets I, E,
s =1,..., K of the variables and the residuals are given. In the tests
that follow, given the number K of workers, the server computes the
partition of the variables using METIS [32], then defines the corre-
sponding partition of the residuals as in (6.2) and transmits them to
the nodes. The time necessary to carry out this preprocessing phase
is included in the timings that we show below.

In the following, given ¢ = 1, ..., K we with denote with N; the set
of indices j # i such that there exists an observation in E involving
variables in both I; and I;. The Jacobian matrix and the derivatives
of F' are computed as follows. For every ¢ = 1,...,n node ¢ computes
Jir, and J;, and shares J;, with the server, which then broadcasts
{Jip}i, to the workers. Node i then computes gF, PF and {B}};en,
according to (6.8). Notice that BY; is nonzero only if j € N;. The local
gradients gF are transmitted by the workers to the server, that then
broadcasts the aggregated gradient g. We observed that, compared
to the approach where the server computes the whole Jacobian and
then transmits it to the rest of the nodes, the distributed approach
that we use leads to 50% faster execution of this phase.

To compute the direction d* (lines 3-7 in Algorithm 6.1) we proceed
as follows. At the first inner iteration (line 3), node i computes y;
solution of

(PF+ mdy,)y! = —g!
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which only involves quantities available to it. After solving this sys-
tem, all nodes shares their local solution with server. The server de-
fines the aggregated vector y! = (y!,...,y%)" and broadcasts it to the
nodes. For all other inner iterations (line 8) each node 7 first computes
the right hand side

(8" + B*y")i =gl + > Bly!

JEN;

using the aggregated vector received from the server, then computes
the new local estimate y!*' as the solution of

(PF + puIn,)yit' = — (8" + BYy'),.

Each node then sends the local vector to the server, which defines and
shares the aggregated vector, and a new inner iteration begins. All
the linear systems are solved with PyPardiso [22].

For all the communication phases we considered three approaches.
The one mentioned above where the server broadcasts the aggregated
quantities to all the nodes, the case where it send to each node only the
blocks that are necessary to them to perform their local computations,
and the case where we define communicator between the workers, in
such a way that node ¢ can share relevant quantities directly to the
nodes in N;. While in the second option the amount of exchanged
data is smaller, we observed that the broadcasting approach results in
practice in a significantly shorter communication time. Overall, the
performance of the node-to-node approach was very similar to that of
broadcasting and therefore we chose to continue with the broadcasting
strategy, which is simpler from the point of view of the implementa-
tion.

We consider a network adjustment problem with n = 10° and
m = 2.5 x 10% generated as described above, and we solve the problem
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for different values of the parameter K. The initial guess is defined
as the coordinate observations available in the problem description
while the execution is terminated when at least 68%, 95% and 99.5%
of the residuals is smaller than 1, 2 and 3 times the standard deviation
respectively. To understand the behavior of the method, in Figure 6.2
we plot the values of the three percentages above at each iteration, for
K=60. In Figure 6.3 we plot the execution time to arrive a termination
for K € [35,85]. The damping parameter j, is initialized as 10°, which
is the same order of magnitude as ||R||. At each iteration we take
trs1 = pg/2 if the accepted step size is larger than 0.5 and g1 = 24
otherwise, with safeguards fimin = 1071 and pimax = 10*°. The number
of inner iteration is fixed to ¢y = 5 for every k.

100

percentages

; S w = 5
Figure 6.2: Percentage of residuals within 1, 2 and 3 standard devia-
tions. Values of the percentages at each iteration

We can see that, starting from the smaller values of K, the exe-
cution time of the method decreases while K increase, until reaching
a plateau, after which it begins to increase. The plot shows the good
performance of the proposed method. Smaller values of K are omitted
from the plot as the time necessary to arrive at termination becomes
too large. In particular for K = 1, which correspond to the centralized
method, the execution time is orders of magnitude larger than for the
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Execution time (in minutes)
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Figure 6.3: Execution time for different number of processors

values of K included in the plot, and hence not comparable.

There are two main reasons behind the increase for large values of K.
The first is that for larger values of K the norm of the matrix B is
larger and therefore the fixed point method converges more slowly to
the solution of the LM system. Since we are running a fixed number
of inner iterations ¢ that does not depend on the number of nodes K,
large values of K result in a direction d* that is a worse approxima-
tion of the LM direction and therefore the number of outer iterations
needed by the method is larger. That is, after a certain point the
overall computational cost increases because the saving induced by
the fact that the linear systems solved by each node are smaller is
not enough to balance the additional number of outer iterations. The
second reason is common to all parallel methods: increasing the num-
ber of nodes K increases the communication traffic and, when K is
too large, the time necessary to handle the additional communication
overcomes the saving in terms of computation.

The fact that there is a plateau is also relevant from the practical
point of view. The optimal value K depends on the size n but also
on sparsity and the separability of the problem, and thus it may be
hard to predict. However, the results show that the obtained timings
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on the considered problems are similar and nearly-optimal for a wide
range of values of K, suggesting that an accurate choice of the number
of nodes could in general not be necessary in order for the method to
achieve a good performance.

Notice that while the choice of u; does not ensure theoretically p, < 1
at all iterations, it gives good results in practice, and does not require
the computation of || By||, which may be expensive in the distributed
framework.

As a comparison, Algorithm 6.1 was also implemented and tested
on the same problem in a sequential fashion. That is, with only one
machine performing the tasks fori = 1,..., K in sequence. The result-
ing timings were 228, 61.5 and 59.6 minutes for K = 45,80, 100 respec-
tively. Since these timings decrease for increasing K, this shows that
the proposed method is effective, compared to classical LM method
(equivalent to K = 1), even when a parallel implementation is not
possible in practice. Moreover, they show that the saving in time in-
duced by the parallelization of the computation is significantly larger
than the time necessary to handle the communication.



Chapter 7

Conclusions

The results in this thesis cover several topics in distributed optimiza-
tion. The considered problems are unconstrained and of large di-
mension, while the computational framework is assumed to be dis-
tributed. Two main types of considered computational networks are
distributed networks, where computational nodes can communicate
through communication links represented by a communication matrix
and server /worker networks where one has a central node that com-
municates with all other nodes, but the worker nodes cannot commu-
nicate between themselves. The objective function is stated as a sum
of a large number of the so-called local functions. The main motiva-
tion for the considered problem comes from machine learning and Big
Data analytic. Theoretical analysis, followed by numerical results is
presented for four classes of methods that are considered in the thesis.

In Chapter 3 we proved that a class of distributed first-order meth-
ods, including those proposed in [24, 25], is robust to time-varying and
uncoordinated step-sizes and time-varying weight-balanced digraphs,
without requiring the network to be connected at all iterations. The
achieved results provide a solid improvement in understanding of the
robustness of exact distributed first-order methods to time-varying



199

networks and uncoordinated time-varying step sizes. Most notably,
we showed that the unification strategy in [24] and the spectral-like
step size selection strategy in [25], as well as combination of those,
exhibits a high degree of robustness.

In Chapter 4 we proposed a Distributed inexact Newton method that
applies JOR method for the computation of the direction at each it-
eration and employs an adaptive step size that does not require a
priori knowledge of the regularity constants of the objective function.
Provided that the local functions are strongly convex with Lipschitz-
continuous Hessian matrices, the strategy adopted by the method for
the computation of the stepsize ensures convergence to the solution of
the penalty problem (4.3) for any choice of the initial guess. More-
over, it can be proved that after a finite number of iterations the full
stepsize is accepted, and that the method achieves local convergence
with order depending on the choice of the forcing terms. The method
is presented and analyzed in the decentralized framework, assuming
that the underlying communication network is fixed during the execu-
tion of the method. It would be interesting from both the theoretical
and the practical point of view is to extend the method to the case
of time-varying network, as well as to consider different frameworks
such as the federated learning framework and the asynchronous case
mentioned in Section 2.1.

In Chapter 5 a class of novel, iterative, distributed methods for the
solution of linear systems of equations, are derived upon classical fixed
point methods. We proved linear convergence for strongly connected
communication network and showed that the convergence rate depends
on the diameter of the network and on the norm of the underlying it-
erative matrix. In particular, if the graph is strongly connected the
obtained result is analogous to the classical, centralized case. The pre-
sented method is extended to the time-varying case and an analogous
convergence result is proved under suitable joint connectivity assump-
tions, comparable with assumptions required by different methods in
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literature. The algorithm is compared with the relevant optimization
methods presented in [35, 47, 57, 59, 36]. The numerical results show
good performance of DFIX in comparison with the mentioned meth-
ods. In particular, in the vast majority of the considered tests, DFIX
outperformed all the methods in terms of both computational cost and
communication traffic.

In Chapter 6 we presented an Inexact Levenberg-Marquardt method,
suitable for paralellization in the server/worker framework, for the so-
lution of nearly-separable least squares problems. The method relies
on a fixed-point iteration for the computation of the direction at each
iteration, and on a nonmonotone line search strategy for the selec-
tion of the stepsize. We proved that with suitable assumptions on the
objective function and the separablity of the problem, the proposed
method achieves global convergence and local linear, superlinear, or
quadratic convergence, depending on the choice of the damping pa-
rameter and the number of fixed-point iterations. An interesting line
of research could be to develop an analogous method for the decentral-
ized case, possibly exploiting the main ideas underlying the distributed
Inexact Newton method presented in Chapter 4, such as the focus on
the penalty reformulation of the distributed problem and the adaptive
stepsize.
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Osaj Obpazay uunu cacmaenu 0eo OOKMOpcKe oucepmayuje, O0OHOCHO
00KMOPCKO2 YMEMHUUKO2 npojekma Koju ce opanu na Ynueepzumemy y Hosom
Caoy. Illonywen Obpazay ykopuuumu uza mexcma OOKMOpPCKe oucepmayuje,
00HOCHO OOKMOPCKO2 YMEMHUUKOZ NPOjeKmd.

IInan TpE€TMaHa I1oJiaTakKa

Ha3us npojexra/ucrpaxuBama

Meroje aucTpubynpaHe ONTUMHU3AIIMjE 3a TIPOOIEMe BEMKHUX AUMEH3Hja 0e3 OrpaHnYCHa

Distributed Optimization Methods for Large Scale Unconstrained Optimization Problems

Ha3uB HHCTUTYLMje/MHCTUTYIHja Y OKBHPY KOjUX ce CIPOBOAU HCTPAKUBaMbe

Yuusepsurer y HoBom Cany IIpuposHo-MaTeMaTiHuky paKynTer

Ha3uB nporpama y oKBHPY KOI ce peajan3yje HCTPA:KHBaHe

JIOKTOpCKE CTyHje MaTeMaTHKe

1. Onuc nogaraka

1.1 Bpcra crynuje
VY 0BOj CTYAHjH HUCY NPUKYIJbAHH TTOJALH

2. [Ipukynbame NoJaTaKka

3. Tperman noaaraka u npateha nokymenramnuja

4. be30egHOCT MOJATAKA U 3ALUTHTA NOBEP/LUBUX HHPOPMALUja

5. JlocTynHOCT MoaTaKa

6. YJiore u 0iroBOpHOCT
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