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Miloš Savić1, Vladimir Kurbalija1, Mirjana Ivanović1, and Zoran Bosnić2
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Abstract. Feature selection is an important data preprocessing step
in data mining and machine learning tasks, especially in the case of
high dimensional data. In this paper we present a novel feature selection
method based on complex weighted networks describing the strongest
correlations among features. The method relies on community detection
techniques to identify cohesive groups of features. A subset of features
exhibiting a strong association with the class feature is selected from
each identified community of features taking into account the size of
and connections within the community. The proposed method is evalu-
ated on a high dimensional dataset containing signaling protein features
related to the diagnosis of Alzheimer’s disease. We compared the perfor-
mance of seven widely used classifiers that were trained without feature
selection, with correlation-based feature selection by a state-of-the-art
method provided by the WEKA tool, and with feature selection by four
variants of our method determined by four different community detec-
tion techniques. The results of the evaluation indicate that our method
improves the classification accuracy of several classification models while
drastically reducing the dimensionality of the dataset. Additionally, one
variant of our method outperforms the correlation-based feature selection
method implemented in WEKA.

Keywords: feature selection, feature correlation networks, community
detection, Alzheimer’s disease.

1 Introduction

The feature selection problem has been studied by the data mining and machine
learning researchers for many years. The main aim of feature selection is to re-
duce the dimensionality of data such that the most significant aspects of the data
are represented by selected features. Consequently, feature selection has become
an important data preprocessing step in data mining and machine learning tasks
due to the rise of high dimensional data in many application domains. Feature
selection usually leads to better machine learning models in terms of prediction
accuracy, lower training time and model comprehensibility [29]. The two most
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dominant types of feature selection approaches are filter and wrapper meth-
ods [9, 15]. Wrapper methods rely on performance of some prespecified classifier
to evaluate the quality of selected features. In contrast to wrapper methods, fil-
ter methods are independent of learning algorithms. Those methods usually rely
on some efficiently computable measure for scoring features considering their
redundancy, dependency and discriminative power.

In this paper we present a novel graph-based approach to feature selection.
Our feature selection approach belongs to the class of filter-based methods. The
main idea of the proposed approach is to select relevant features considering
community structure of feature correlation networks. A feature correlation net-
work is a weighted graph where nodes correspond to features and links represent
their strongest correlations. Feature correlation networks used in our feature se-
lection method are conceptually similar to weighted correlation networks used
in the analysis of genomic datasets [11] with one important difference: a class
variable (a special feature denoting example classes) is not represented by a node
in the feature correlation network, but to each node in the feature feature corre-
lation network is associated a number which specifies the strength of association
between the corresponding feature and the class variable.

A community (cluster, module or cohesive group) within a weighted network
is a subset of nodes such that the weight of links among them is significantly
higher than with the rest of the network [17]. We say that a network has a
community structure if the set of nodes can be partitioned into communities.
The existence of communities is a typical feature of complex networks in various
domains [2, 16]. Their automatic identification is enabled by various community
detection techniques [7]. Uncovering communities helps to understand the struc-
ture of complex networks on a higher level of abstraction by constructing and
analyzing their coarse-grained descriptions (networks of communities). Our ap-
proach to feature selection relies on community detection techniques to identify
communities of features such that correlations within a community are stronger
than correlations between features belonging to different communities. Then,
one or more features strongly associated to the class variable is selected to rep-
resent each of identified communities taking into account the number of nodes
and connections within communities.

The paper is structured as follows. Related work is presented in Section 2. The
proposed method for feature selection is described in Section 3. The evaluation
of the method is given in Section 4. The last section concludes the paper and
gives directions for possible future work.

2 Related Work

Feature selection is a common data mining preprocessing step, which aims at re-
ducing the dimensionality of the original dataset. Adequate selection of features
has numerous advantages [24] like: simplification of learning models, improving
the performance of algorithms, data reduction (avoidance of curse of dimension-
ality), improved generalization by reducing overfitting etc.
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Wrapper-based feature selection methods estimate usefulness of features us-
ing the selected learning algorithm. These methods usually give better results
than filter methods since they are adapting their result to a chosen learning algo-
rithm. However, since a learning algorithm is employed to evaluate each subset
of features, wrapper methods are very time consuming and almost unusable for
high dimensional data. Furthermore, since the feature selection process is tightly
interconnected with a learning algorithm, wrappers are less general than filters
and have the increased risk of overfitting. On the other hand, filter methods are
independent of learning algorithm. They are based only on general features like
the correlation with the variable to predict. These methods are generally many
times faster than wrappers and robust to overfitting [10]. Recently, some embed-
ded methods are introduced [14] which try combine the positive characteristics
of both previous methods.

Relying on the characteristics of data, filter models evaluate features with-
out utilizing any classification algorithms. Usually, a filter algorithm has two
steps: it ranks features based on certain criteria and it selects the features with
highest rankings [6]. Considering the first step, a number of performance cri-
teria have been proposed for filter-based feature selection. Correlation based
Feature Selection (CFS) is a simple filter algorithm that ranks features accord-
ing to a feature-class correlation [10]. The fast correlated-based filter (FCBF)
method [29] is based on symmetrical uncertainty, which is defined as the ratio
between the information gain and the entropy of two features. The INTERACT
algorithm [31] uses the same goodness measure as FCBF filter, but it also in-
cludes the consistency contribution as an indicator about how significantly the
elimination of particular feature will affect accuracy. The original RELIEF [12]
and extended ReliefF [22] algorithms estimate the quality of attributes accord-
ing to how well their values distinguish between instances that are near to each
other but belonging to different classes.

Recently, several approaches proposed feature clustering in order to avoid
selection of redundant features [3, 13, 26]. The authors in [25] proposed Fast
clustering-bAsed feature Selection algoriThm (FAST). Here, the features are di-
vided into clusters by using graph-theoretic clustering methods and the final
subset of features is selected by choosing the most representative feature that
is strongly related to target classes from each cluster. Similarly, the approach
in [30] proposed hyper-graph clustering to extract maximally coherent feature
groups from a set of objects. Furthermore, this approach neglects the assumption
that the optimal feature subset is formed by features that only exhibit pairwise
interactions. Instead of that, they are using multidimensional interaction infor-
mation which includes third or higher order dependencies feature combinations
in final selection.

Compared to existing graph-based and clustering-based feature selection
methods, our approach leans on community detection techniques to cluster
graphs that describe the strongest correlations among features. Additionally,
the approach takes into account the size of identified communities. In contrast
to traditional graph partitioning and data clustering techniques, a majority of
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community detection techniques are not computationally demanding and they
do not require to specify the number of clusters in advance [7].

3 FSFCN: Feature Selection based on Feature Correlation
Networks

The method for feature selection proposed in this paper, denoted by FSFCN, is
based on the notion of feature correlation networks. A feature correlation network
describes correlations between features in a dataset that are equal or higher
than a specified threshold. To formally define feature correlation networks, we
will assume that a dataset is composed of data instances having numeric features
and a categorical class variable. The below stated definition of feature correlation
networks can be adapted in a straightforward manner for other types of datasets
(categorical features, a mix of categorical and numeric features, continuous target
variable) by taking appropriate correlation measures.

Definition 1 (Feature Correlation Network). Let D be a dataset composed
of data instances described by k real-valued features f1, f2, . . . , fk ∈ R and a
categorical class variable c. Let Cf : R×R→ [−1, 1] denote a correlation measure
applicable to features (e.g the Pearson or Spearman correlation coefficient) and
let Cc be a correlation measure applicable to a feature and the class variable
(e.g. the mutual information, the Goodman-Kruskal index, etc.). The feature
correlation network corresponding to D is an undirected, weighted, attributed
graph G = (V,E) with the following properties:

– The set of nodes V corresponds to the set of features (fi ∈ V for each i in
[1 .. k]).

– Two features fi and fj , i 6= j, are connected by an edge ei,j in G, ei,j ∈ E,
if |Cf (fi, fj)| ≥ T , where T is previously given threshold indicating a signif-
icant correlation between features. The weight of ei,j is equal to |Cf (fi, fj)|.

– Each node in the network has a real-valued attribute reflecting its associ-
ation with the class variable which is measured by Cc.

The features in D can be ranked according to the Cc measure and highly
ranked features can be considered as the most relevant for training a classifier.

Definition 2 (Subset of Relevant Features). A subset Fr of the set of fea-
tures F is called relevant if (∀f ∈ Fr) Cc(f) ≥ R where R denotes a threshold
indicating a significant association between a feature and the class variable.

Definition 3 (Pruned Feature Correlation Network). A pruned feature
correlation network is a feature correlation network constructed from a subset
of relevant features.

Our implementation of the FSFCN method for datasets with real-valued fea-
tures and categorical class variables uses pruned feature correlation networks
which are constructed without explicitly stating the threshold T . This means
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that the algorithm for constructing pruned correlation networks has only one
parameter R separating relevant from irrelevant features. Additionally, the algo-
rithm uses the Spearman correlation coefficient to determine correlations among
relevant features (the Cf measure), while correlations between relevant features
and the class variable are quantified by their mutual information (the Cc mea-
sure). The mutual information between a real-valued feature f and the categor-
ical class variable c, denoted by I(f, c), can be approximated by

I(f, c) ≈
∑
y∈c

∑
x∈f ′

p(x, y)log

(
p(x, y)

p(x)p(y)

)
,

where f ′ is the set of discrete values obtained by a discretization of f , p(x, y)
is the joint probability distribution function of f ′ and c, and p(x) and p(y) are
the marginal probability distribution functions of f ′ and c, respectively. I(f, c)
equal to 0 means that f and c are totally unrelated. A larger value of I(f, c)
implies a stronger association between f and c.

The algorithm for constructing pruned correlation network consists of the
following steps (see Algorithm 1):

1. The subset of relevant features Fr is determined using the mutual informa-
tion measure. Then, the nodes of the network are created such that each
node corresponds to one feature from Fr.

2. For each pair of relevant features fi and fj , the algorithm forms a list L,
where elements are tuples in the form (fi, fj , Sij), where Sij denotes the
value of the Spearman correlation coefficient between features fi and fj .

3. L is sorted by the third component (Sij) in decreasing order, i.e. the first
element of the sorted list is the pair of features exhibiting the highest correla-
tion, while the last element is the pair of features with the lowest correlation.

4. In the last step, the algorithm forms the links of the network by iterat-
ing through the sorted list L beginning from the first element. Let ek =
(fi, fj , Sij) denotes the element processed in the k-th iteration. The algo-
rithm forms a link lij connecting fi and fj with weight Sij . If the addition
of lij results in a connected graph (i.e., a graph that has exactly one con-
nected component or, equivalently, a graph in which there is path between
each pair of nodes) then the algorithm stops, otherwise it goes to the next
element in the sorted list and repeats the same procedure. In other words,
the algorithm iteratively builds the network by connecting features having
the highest correlation until the network becomes a connected graph. Con-
sequently, the weight of the last added link determines the value of the
threshold T .

The basic idea of the the FSFCN method is to cluster a pruned feature corre-
lation network in order to obtain cohesive groups of relevant features such that
correlations between features within a group are stronger than correlations be-
tween features belonging to different groups. The FSFCN method leans on com-
munity detection techniques to identify clusters in feature correlation networks.
The development of community detection techniques started with Newman and
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Algorithm 1: Construction of pruned feature correlation networks

input : D, R
D – a dataset of instances with real-valued features F = {f1, f2, . . . , fk} and a
categorical class variable c
R – the threshold separating relevant from irrelevant features

output: G = (V,E) – the pruned feature correlation network of D

// determine relevant features and form nodes in G
Fr := empty set of relevant features
foreach f ∈ F do

m := the value of the mutual information of f and c
if m ≥ R then

Fr := Fr ∪ {f}
end

end
V := Fr

// compute the Spearman correlation for each pair of relevant features
L := empty list of tuples (fi, fj , Sij)
foreach (fi, fj) ∈ Fr × Fr, i 6= j do

s := the value of the Spearman correlation for fi and fj
L := L + (fi, fj , s)

end
L := sort L in non-increasing order of the Spearman correlation

// form links
i := 1, cont := >
while cont do

s := the first component of L[i]
d := the second component of L[i]
E := E ∪

{
{s, d}

}
i := i + 1
cont := G is not a connected graph

end

Girvan [18] who introduced a measure called modularity to estimate the quality
of a partition of a network into communities. The main idea behind the modu-
larity measure is that a subgraph can be considered a community if the actual
number of links connecting nodes within the subgraph is significantly higher than
the expected number of links with respect to some null random graph model. In
the case of weighted networks, modularity accumulates differences between the
total weight of links within a community and the mathematical expectation of
the previous quantity with respect to a random network having the same degree
and link weight distribution [17].
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Definition 4 (Modularity). For weighted networks modularity Q is defined
as

Q =

nc∑
c=1

[
Wc

W
−
(

Sc

2W

)2
]
,

where nc is the number of communities in the network, Wc is the sum of weights
of intra-community links in c, Sc is the total weight of links incident to nodes in
c, and W is the total weight of links in the network.

Four different community detection algorithms provided by the iGraph li-
brary [5] are used to detect non-overlapping communities in feature correlation
networks:

1. The Greedy Modularity Optimization (GMO) algorithm [4]. This algorithm
relies on a greedy hierarchical agglomeration strategy to maximize modular-
ity. The algorithm starts with the partitioning in which each node is assigned
to a singleton cluster. In each iteration of the algorithm, the variation of mod-
ularity obtained by merging any two communities is computed. The merge
operation that maximally increases (or minimally decreases) modularity is
chosen and the merge of corresponding clusters is performed.

2. The Louvain algorithm [1]. This method is an improvement of the previous
method. The algorithm uses a greedy multi-resolution strategy to maximize
modularity starting from the partition in which all nodes are put in differ-
ent communities. When modularity is optimized locally by moving nodes to
neighboring clusters, the algorithm creates a network of communities and
then repeats the same procedure on that network until a maximum of mod-
ularity is obtained.

3. The Walktrap algorithm [19]. This algorithm relies on a node distance mea-
sure reflecting probability that a random walker moves from one node to
another node in exactly k steps (k is the only parameter of the algorithm
having default value k = 4). The clustering dendrogram is constructed by
Ward’s agglomerative clustering technique and the partition which maxi-
mizes modularity is taken as the output of the algorithm.

4. The Infomap algorithm [23]. This method reveals communities by optimally
compressing descriptions of information flows on the network. The algorithm
uses a greedy strategy to minimize the map equation which reflects the
expected description length of a random walk on a partitioned network.

Each of used community detection algorithms defines one concrete implementa-
tion instance (i.e. one variant) of the FSFCN method.

The final step in the FSFCN method is the selection of features according
to obtained community partitions in pruned feature correlation networks. The
main idea is to select one or more features within each community such that:

1. selected features have a strong association with the class variable, and
2. any two selected features belonging to the same community are not directly

connected.
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Algorithm 2: The FSFCN algorithm

input : D, R, CDA
D – a dataset of instances with real-valued features F = {f1, f2, . . . , fk} and a
categorical class variable c
R – the threshold separating relevant from irrelevant features
CDA – community detection algorithm

output: S – the set of selected features

// form the pruned feature correlation network corresponding to D
G := Algorithm1(D,R)

C := set of clusters in G obtained by CDA

S := empty set
foreach c ∈ C do

(Vq, Eq) := subgraph of G induced by nodes in c
while Vq 6= empty set do

// determine feature having the highest mutual information
// with the class variable
f := argmaxx∈Vq

Cc(x)

// remove f and its neighbors from (Vq, Eq)
Vr :=

{
a ∈ Vq : {f, a} ∈ Eq

}
∪ {f}

Er :=
{
{a, b} ∈ Eq : a ∈ Vr ∨ b ∈ Vr

}
Vq := Vq \ Vr

Eq := Eq \ Er

// add f to the set of selected features
S := S ∪ {f}

end

end

The procedure for forming the set of selected features is described in Algorithm
2.

After the pruned correlation network is constructed and clustered, the FS-
FCN method forms subgraphs of the network corresponding to identified com-
munities where one subgraph is induced by nodes belonging to one community.
For each of community subgraphs the following operations are performed:

1. A feature having the highest association with the class variable is identi-
fied and put in the set of selected features. Then, it is removed from the
community subgraph together with its neighbors.

2. The previous step is repeated while the community subgraph is not empty.

In other words, for each of identified communities the FSFCN method selects one
or more features which represent the whole community. The method also takes
into account the size of communities – for larger communities a higher number of
features is selected. Also, when a feature is added to the set of selected features its
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neighbors are removed from the community subgraph which implies that the set
of selected features will not contain features having a high mutual correlation
(otherwise, such two features would be directly connected in the community
subgraph).

4 Experiments and Results

The experimental evaluation of the FSFCN feature selection method was per-
formed on a dataset with 120 plasma signaling protein features related to the
diagnosis of Alzheimer’s disease [21]. The class variable indicates whether a pa-
tient was diagnosed with Alzheimer’s or not. The total number of instances in the
dataset is equal to 176 where 64 data instances correspond to patients diagnosed
with Alzheimer’s.

We performed feature selection using 4 variants of the FSFCN method. Each
of those variants relies on a different community detection technique to cluster
pruned feature correlation networks obtained at the threshold R equal to 0.05.
The variants of the method are denoted by:

1. FG – the FSFCN method with the Fast greedy modularity optimization
community detection algorithm,

2. LV – the FSFCN method with the Louvain algorithm,
3. WT – the FSFCN method with the Walktrap algorithm, and
4. IM – the FSFCN method with the Infomap algorithm.

Using the WEKA machine learning workbench [28, 8] we trained 7 different
classifiers on datasets containing features selected by different variants of the
FSFCN method. The examined classification models are denoted by:

1. RF – the random forest classifier,
2. J48 – the C4.5 decision tree classifier,
3. LMT – the logistic model tree classifier,
4. JRIP – the RIPPER rule induction classifier,
5. LOGR – the logistic regression classifier,
6. SMO – the Support Vector Machine classifier, and
7. NB – the Naive Bayes classifier.

The classifiers were trained and evaluated using the 10-fold cross-validation pro-
cedure with the default WEKA values for the parameters of classification algo-
rithms. We used the classification accuracy measure (the fraction of correctly
classified data instances) to compare the performance of classifiers. The classifi-
cation accuracy of classifiers trained after feature selection by different variants
of the FSFCN method was also compared to the accuracy of the same classifiers
trained on the full dataset (the original dataset without any feature selection)
and the dataset containing features selected by the CFS method [10] provided
by WEKA.

The pruned feature correlation network of the dataset contains 35 nodes
which means that 35 out of 120 features exhibit significant association with the
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class variable in terms of mutual information. Those 35 nodes representing rele-
vant features are connected by 161 links which implies that a randomly selected
relevant feature has a significant correlation with 9.2 other relevant features on
average. The maximal and the minimal absolute value of link weights are 0.72
and 0.32, respectively, which means that there are moderate to strong Spearman
correlations among relevant features.

The results of community detection on the pruned feature correlation net-
work are summarized in Table 1. To compare obtained community partitions
we computed the Rand index [20] for each pair of them. It can be noticed that
the FG and LV methods identified the same number of communities with the
same value of the modularity measure and the same distribution of community
sizes. Actually, those two methods identified exactly the same communities –
the Rand index for the community partitions obtained by FG and LV is equal
to 1. The WT method identified a partition with a higher number of commu-
nities and a lower value of modularity compared to FG/LV. The Rand index
between partitions obtained by WT and FG/LV is equal to 0.79 which indicates
that those two partitions are highly similar. Finally, it can be seen that the IM
method failed to identify communities in the network, i.e. this method identified
one community encompassing all nodes in the network. Consequently, the fea-
tures selected by this method can be seen as features selected from the pruned
correlation network without the clustering step.

Table 1. The results of community detection on the pruned feature correlation net-
work. NC – the number of identified communities, Q – the value of the modularity
measure, S – the vector giving the size of identified communities.

Method NC Q S

FG 4 0.275 (14, 8, 7, 6)
LV 4 0.275 (14, 8, 7, 6)
WT 7 0.218 (13, 8, 5, 5, 2, 1, 1)
IM 1 0 (35)

The features selected by different variants of the FSFCN method are shown
in Table 2. FS and LV selected the same features since community partitions ob-
tained by the corresponding community detection algorithms are equal. It can
be observed that each of the FSFCN variants drastically reduced the dimension-
ality of the dataset – the number of selected features varies from 7 to 12. On the
other hand, the CFS method implemented in WEKA selected 25 features.

The accuracy of trained classifiers are shown in Table 3. It can be observed
that classifiers trained without feature selection tend to exhibit the worst per-
formance. The classifiers trained on the dataset containing features selected by
the WEKA CFS method are always better than the classifiers trained on the
full dataset. On the other hand, the classifiers trained on the datasets containing



A Feature Selection Method based on Feature Correlation Networks 11

Table 2. The features selected by four different variants of the FSFCN method. Feature
ranks are determined according to the mutual information with the class variable.

FG/LV WT IM

Rank Rank Rank

IL-1a 1 IL-1a 1 IL-1a 1
IL-8 2 TNF-a 3 PDGF-BB 7
TNF-a 3 GCSF 6 sTNF RI 12
PDGF-BB 7 PDGF-BB 7 Eotaxin 15
sTNF RI 12 sTNF RI 12 MCP-2 17
VEGF-B 14 Eotaxin 15 IGFBP-2 23
Eotaxin 15 SCF 16 TPO 31
MIP-1d 19 MIP-1d 19
IGFBP-2 23 CTACK 22

IGFBP-2 23
BTC 30
TPO 31

features selected by FG/LV and WT show a better performance compared to
the classifiers trained on the full dataset except in one case. Namely, the accu-
racy of the LMT classifier trained on the full dataset is equal to the accuracy of
the same classifier trained after feature selection based on the FG/LV and WT
methods. Consequently, we can say feature selection based on properly clustered
feature correlation networks does not decrease the performance of all examined
classifiers while drastically reducing the dimensionality of the dataset.

Table 3. The classification accuracy of examined classifiers. The column FULL corre-
sponds to classifiers trained without feature selection, while the column WEKA-CFS
corresponds to classifiers trained on the dataset containing features selected by the
CFS feature selection method implemented in WEKA. One star indicates the worst
performance, while two stars indicate the best performance.

FULL WEKA-CFS FG/LV WT IM

RF 0.82 0.85** 0.82 0.85** 0.79*
J48 0.74* 0.77 0.77 0.81** 0.74*
LMT 0.84 0.85** 0.84 0.84 0.83*
JRIP 0.72* 0.81** 0.79 0.78 0.75
LOGR 0.73* 0.81 0.85** 0.85** 0.84
SMO 0.82* 0.83 0.84 0.86** 0.85
NB 0.78* 0.84 0.88** 0.88** 0.84
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The next important result that can be observed in Table 3 is that the IM
variant of the FSFCN method exhibits the worst performance compared to other
three FSFCN variants. The IM variant is actually equivalent to the FSFCN
method without clustering since IM identified exactly one cluster encompassing
features in the network. Therefore, we can conclude that clustering of feature
correlation networks enables a better selection of relevant features.

The best performing classifier trained without feature selection is LMT achiev-
ing accuracy of 0.84, the best classifier trained after the WEKA CFS feature
selection are RF and LMT achieving accuracy of 0.85. On the other hand, the
classifier with the highest accuracy is NB trained on the dataset containing
features selected by three different variants of the FSFCN method. Finally, the
classifiers trained after the WT variant of the FSFCN method tend to exhibit the
best overall performance. It can be observed that this feature selection method
outperforms other feature selection methods in case of 5 out of 7 classifiers. It
is also important to emphasize that this variant of the FSFCN method drasti-
cally improves the performance the J48, LOGR and NB in comparison with the
classifiers trained on the full dataset.

5 Conclusions and Future Work

In this paper we presented a novel method for feature selection based on feature
correlation networks. Feature correlation networks are weighted graphs showing
the strongest correlations between features. The main idea of the approach is
to cluster feature correlation networks using community detection techniques in
order to identify groups of features such that correlations between features within
a group tend to be stronger than correlations between features belonging to
different groups. Then, one or more features representing each group is selected
considering their correlations with the class variable, the size of groups and
connections within them.

The experimental evaluation of four variants of the method, each of them
relying on a different community detection technique, was conducted on a highly
dimensional dataset (120 features) related to the diagnosis of Alzheimer’s disease.
More specifically, we compared the accuracy of 7 different classifiers trained
without feature selection, with feature selection by the CFS method implemented
in WEKA, and with feature selection performed by the variants of our method.
The obtained results show that the variant of our method which employs the
Walktrap community detection algorithm exhibits the best overall performance
compared to the alternatives. Additionally, our results indicate that clustering of
feature correlation networks is a necessary step to obtain relevant sets of features
for classification purposes.

The main task in our future work will be to perform a more comprehensive
evaluation of our approach considering high dimensional datasets from various
domains. It is also possible to experiment with additional variants of the method
taking into account other correlation measures and community detection algo-
rithms (including also community detection techniques which identify overlap-
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ping communities [27]). Finally, in this paper we focused on feature selection in
the context of classification. In our future work we will also focus on adapta-
tions of the method for clustering problems. Currently, the selection of features
representing communities of features is guided by the mutual information be-
tween a feature and the class variable. We plan to examine different network
centrality measures instead of the mutual information in order to be able to
apply the method in the context of uncategorized data instances and investigate
its performance in this setting.
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